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Description

Background of the Invention

[0001] Many significant and commercially important uses of modern computer technology relate to images. These
include image processing, image analysis and computer vision applications. In computer vision applications, such as,
for example, object recognition and optical character recognition, it has been found that a separation of illumination and
material aspects of an image can significantly improve the accuracy of computer performance. Significant pioneer
inventions related to the illumination and material aspects of an image are disclosed in U. S. Patent No. 7,873,219 to
Richard Mark Friedhoff, entitled Differentiation Of Illumination And Reflection Boundaries and U. S. Patent No. 7,672,530
to Richard Mark Friedhoff et al., entitled Method And System For Identifying Illumination Flux In An Image (hereinafter
the Friedhoff Patents).

Summary of the Invention

[0002] The present invention provides an improvement and enhancement to the fundamental teachings of the Friedhoff
Patents, and includes a method and system comprising image techniques that accurately and correctly generate intrinsic
images, including a post processing technique, for improved results.
[0003] In a first exemplary embodiment of the present invention, an automated, computerized method is provided for
processing an image. According to a feature of claim 1 of the present invention, the method comprises the steps of
providing an image file depicting an image, in a computer memory, generating an intrinsic image corresponding to the
image and modifying the intrinsic image as a function of a bi-illuminant, dichromatic reflection model.
[0004] In a second exemplary embodiment of the present invention, a computer system is provided. The computer
system comprises a CPU and a memory storing an image file containing an image. According to a feature of the present
invention, the CPU is arranged and configured to execute a routine to generate an intrinsic image corresponding to the
image and modify the intrinsic image as a function of a bi-illuminant, dichromatic reflection model.
[0005] In a third exemplary embodiment of the present invention, a computer program product, disposed on a computer
readable media is provided. The computer program product includes computer executable process steps operable to
control a computer to: provide an image file depicting an image, in a computer memory, generate an intrinsic image
corresponding to the image and modify the intrinsic image as a function of a bi-illuminant, dichromatic reflection model.
[0006] In accordance with yet further embodiments of the present invention, computer systems are provided, which
include one or more computers configured (e.g., programmed) to perform the methods described above. In accordance
with other embodiments of the present invention, non-transitory computer readable media are provided which have
stored thereon computer executable process steps operable to control a computer(s) to implement the embodiments
described above. The present invention contemplates a computer readable media as any product that embodies infor-
mation usable in a computer to execute the methods of the present invention, including instructions implemented as a
hardware circuit, for example, as in an integrated circuit chip. The automated, computerized methods can be performed
by a digital computer, analog computer, optical sensor, state machine, sequencer, integrated chip or any device or
apparatus that can be designed or programed to carry out the steps of the methods of the present invention.

Brief Description of the Drawings

[0007]

Figure 1 is a block diagram of a computer system arranged and configured to perform operations related to images.

Figure 2 shows an n X m pixel array image file for an image stored in the computer system of figure 1.

Figure 3a is a flow chart for identifying Type C token regions in the image file of figure 2, according to a feature of
the present invention.

Figure 3b is an original image used as an example in the identification of Type C tokens.

Figure 3c shows Type C token regions in the image of figure 3b.

Figure 3d shows Type B tokens, generated from the Type C tokens of figure 3c, according to a feature of the present
invention.
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Figure 4 is a flow chart for a routine to test Type C tokens identified by the routine of the flow chart of figure 3a,
according to a feature of the present invention.

Figure 5 is a graphic representation of a log color space chromaticity plane according to a feature of the present
invention.

Figure 6 is a flow chart for determining a list of colors depicted in an input image.

Figure 7 is a flow chart for determining an orientation for a log chromaticity space.

Figure 8 is a flow chart for determining log chromaticity coordinates for the colors of an input image, as determined
through execution of the routine of figure 6.

Figure 9 is a flow chart for augmenting the log chromaticity coordinates, as determined through execution of the
routine of figure 8.

Figure 10 is a flow chart for clustering the log chromaticity coordinates, according to a feature of the present invention.

Figure 10a is an illustration of a grid for a spatial hash, according to a feature of the present invention.

Figure 11 is a flow chart for assigning the log chromaticity coordinates to clusters determined through execution of
the routine of figure 10.

Figure 12 is a flow chart for detecting regions of uniform reflectance based on the log chromaticity clustering.

Figure 13 is a representation of an [A] [x] = [b] matrix relationship used to identify and separate illumination and
material aspects of an image, according to a same-material constraint, for generation of intrinsic images.

Figure 14 illustrates intrinsic images including an illumination image and a material image corresponding to the
original image of figure 3b.

Figure 15 is a flow chart for an edge preserving blur post processing technique applied to the intrinsic images
illustrated in figure 14, according to a feature of the present invention.

Figure 16 is a flow chart for an artifact reduction post processing technique applied to the intrinsic images illustrated
in figure 14, according to a feature of the present invention.

Figure 17 is a flow chart for a BIDR model enforcement post processing technique applied to the intrinsic images
illustrated in figure 14, according to a feature of the present invention.

Figure 18 is a graph in RGB color space showing colors for a material, from a fully shaded color value to a fully lit
color value, as predicted by a bi-illuminant dichromatic reflection model.

Detailed Description of the Preferred Embodiments

[0008] Referring now to the drawings, and initially to figure 1, there is shown a block diagram of a computer system
10 arranged and configured to perform operations related to images. A CPU 12 is coupled to a device such as, for
example, a digital camera 14 via, for example, a USB port. The digital camera 14 operates to download images stored
locally on the camera 14, to the CPU 12. The CPU 12 stores the downloaded images in a memory 16 as image files 18.
The image files 18 can be accessed by the CPU 12 for display on a monitor 20, or for print out on a printer 22.
[0009] Alternatively, the CPU 12 can be implemented as a microprocessor embedded in a device such as, for example,
the digital camera 14 or a robot. The CPU 12 can also be equipped with a real time operating system for real time
operations related to images, in connection with, for example, a robotic operation or an interactive operation with a user.
[0010] As shown in figure 2, each image file 18 comprises an n X m pixel array. Each pixel, p, is a picture element
corresponding to a discrete portion of the overall image. All of the pixels together define the image represented by the
image file 18. Each pixel comprises a digital value corresponding to a set of color bands, for example, red, green and
blue color components (RGB) of the picture element. The present invention is applicable to any multi-band image, where
each band corresponds to a piece of the electro-magnetic spectrum. The pixel array includes n rows of m columns each,
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starting with the pixel p (1,1) and ending with the pixel p(n, m). When displaying or printing an image, the CPU 12 retrieves
the corresponding image file 18 from the memory 16, and operates the monitor 20 or printer 22, as the case may be,
as a function of the digital values of the pixels in the image file 18, as is generally known.
[0011] In an image operation, the CPU 12 operates to analyze the RGB values of the pixels of a stored image file 18
to achieve various objectives, such as, for example, to identify regions of an image that correspond to a single material
depicted in a scene recorded in the image file 18. A fundamental observation underlying a basic discovery of the present
invention, is that an image comprises two components, material and illumination. All changes in an image are caused
by one or the other of these components. A method for detecting of one of these components, for example, material,
provides a mechanism for distinguishing material or object geometry, such as object edges, from illumination and shadow
boundaries.
[0012] Such a mechanism enables techniques that can be used to generate intrinsic images. The intrinsic images
correspond to an original image, for example, an image depicted in an input image file 18. The intrinsic images include,
for example, an illumination image, to capture the intensity and color of light incident upon each point on the surfaces
depicted in the image, and a material reflectance image, to capture reflectance properties of surfaces depicted in the
image (the percentage of each wavelength of light a surface reflects). The separation of illumination from material in the
intrinsic images provides the CPU 12 with images optimized for more effective and accurate further processing.
[0013] Pursuant to a feature of the present invention, processing is performed at a token level. A token is a connected
region of an image wherein the pixels of the region are related to one another in a manner relevant to identification of
image features and characteristics such as an identification of materials and illumination. The pixels of a token can be
related in terms of either homogeneous factors, such as, for example, close correlation of color among the pixels, or
inhomogeneous factors, such as, for example, differing color values related geometrically in a color space such as RGB
space, commonly referred to as a texture. The present invention utilizes spatio-spectral information relevant to contiguous
pixels of an image depicted in an image file 18 to identify token regions. The spatio-spectral information includes spectral
relationships among contiguous pixels, in terms of color bands, for example the RGB values of the pixels, and the spatial
extent of the pixel spectral characteristics relevant to a single material.
[0014] According to one exemplary embodiment of the present invention, tokens are each classified as either a Type
A token, a Type B token or a Type C token. A Type A token is a connected image region comprising contiguous pixels
that represent the largest possible region of the image encompassing a single material in the scene (uniform reflectance).
A Type B token is a connected image region comprising contiguous pixels that represent a region of the image encom-
passing a single material in the scene, though not necessarily the maximal region of uniform reflectance corresponding
to that material. A Type B token can also be defined as a collection of one or more image regions or pixels, all of which
have the same reflectance (material color) though not necessarily all pixels which correspond to that material color. A
Type C token comprises a connected image region of similar image properties among the contiguous pixels of the token,
where similarity is defined with respect to a noise model for the imaging system used to record the image.
[0015] Referring now to figure 3a, there is shown a flow chart for identifying Type C token regions in the scene depicted
in the image file 18 of figure 2, according to a feature of the present invention. Type C tokens can be readily identified
in an image, utilizing the steps of figure 3a, and then analyzed and processed to construct Type B tokens, according to
a feature of the present invention.
[0016] A 1st order uniform, homogeneous Type C token comprises a single robust color measurement among contig-
uous pixels of the image. At the start of the identification routine, the CPU 12 sets up a region map in memory. In step
100, the CPU 12 clears the region map and assigns a region ID, which is initially set at 1. An iteration for the routine,
corresponding to a pixel number, is set at i = 0, and a number for an N x N pixel array, for use as a seed to determine
the token, is set an initial value, N = Nstart. Nstart can be any integer > 0, for example it can be set at set at 11 or 15 pixels.
[0017] At step 102, a seed test is begun. The CPU 12 selects a first pixel, i = 1, pixel (1, 1) for example (see figure 2),
the pixel at the upper left corner of a first N x N sample of the image file 18. The pixel is then tested in decision block
104 to determine if the selected pixel is part of a good seed. The test can comprise a comparison of the color value of
the selected pixel to the color values of a preselected number of its neighboring pixels as the seed, for example, the N
x N array. The color values comparison can be with respect to multiple color band values (RGB in our example) of the
pixel. If the comparison does not result in approximately equal values (within the noise levels of the recording device)
for the pixels in the seed, the CPU 12 increments the value of i (step 106), for example, i = 2, pixel (1, 2), for a next N
x N seed sample, and then tests to determine if i = imax (decision block 108).
[0018] If the pixel value is at imax, a value selected as a threshold for deciding to reduce the seed size for improved
results, the seed size, N, is reduced (step 110), for example, from N = 15 to N = 12. In an exemplary embodiment of the
present invention, imax can be set at a number of pixels in an image ending at pixel (n, m), as shown in figure 2. In this
manner, the routine of figure 3a parses the entire image at a first value of N before repeating the routine for a reduced
value of N.
[0019] After reduction of the seed size, the routine returns to step 102, and continues to test for token seeds. An Nstop
value (for example, N = 2) is also checked in step 110 to determine if the analysis is complete. If the value of N is at
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Nstop, the CPU 12 has completed a survey of the image pixel arrays and exits the routine.
[0020] If the value of i is less than imax, and N is greater than Nstop, the routine returns to step 102, and continues to
test for token seeds.
[0021] When a good seed (an N x N array with approximately equal pixel values) is found (block 104), the token is
grown from the seed. In step 112, the CPU 12 pushes the pixels from the seed onto a queue. All of the pixels in the
queue are marked with the current region ID in the region map. The CPU 12 then inquires as to whether the queue is
empty (decision block 114). If the queue is not empty, the routine proceeds to step 116.
[0022] In step 116, the CPU 12 pops the front pixel off the queue and proceeds to step 118. In step 118, the CPU 12
marks "good’ neighbors around the subject pixel, that is neighbors approximately equal in color value to the subject
pixel, with the current region ID. All of the marked good neighbors are placed in the region map and also pushed onto
the queue. The CPU 12 then returns to the decision block 114. The routine of steps 114, 116, 118 is repeated until the
queue is empty. At that time, all of the pixels forming a token in the current region will have been identified and marked
in the region map as a Type C token.
[0023] When the queue is empty, the CPU 12 proceeds to step 120. At step 120, the CPU 12 increments the region
ID for use with identification of a next token. The CPU 12 then returns to step 106 to repeat the routine in respect of the
new current token region.
[0024] Upon arrival at N = Nstop, step 110 of the flow chart of figure 3a, or completion of a region map that coincides
with the image, the routine will have completed the token building task. Figure 3b is an original image used as an example
in the identification of tokens. The image shows areas of the color blue and the blue in shadow, and of the color teal
and the teal in shadow. Figure 3c shows token regions corresponding to the region map, for example, as identified
through execution of the routine of figure 3a (Type C tokens), in respect to the image of figure 3b. The token regions
are color coded to illustrate the token makeup of the image of figure 3b, including penumbra regions between the full
color blue and teal areas of the image and the shadow of the colored areas.
[0025] While each Type C token comprises a region of the image having a single robust color measurement among
contiguous pixels of the image, the token may grow across material boundaries. Typically, different materials connect
together in one Type C token via a neck region often located on shadow boundaries or in areas with varying illumination
crossing different materials with similar hue but different intensities. A neck pixel can be identified by examining char-
acteristics of adjacent pixels. When a pixel has two contiguous pixels on opposite sides that are not within the corre-
sponding token, and two contiguous pixels on opposite sides that are within the corresponding token, the pixel is defined
as a neck pixel.
[0026] Figure 4 shows a flow chart for a neck test for Type C tokens. In step 122, the CPU 12 examines each pixel of
an identified token to determine whether any of the pixels under examination forms a neck. The routine of figure 4 can
be executed as a subroutine directly after a particular token is identified during execution of the routine of figure 3a. All
pixels identified as a neck are marked as "ungrowable." In decision block 124, the CPU 12 determines if any of the pixels
were marked.
[0027] If no, the CPU 12 exits the routine of figure 4 and returns to the routine of figure 3a (step 126).
[0028] If yes, the CPU 12 proceeds to step 128 and operates to regrow the token from a seed location selected from
among the unmarked pixels of the current token, as per the routine of figure 3a, without changing the counts for seed
size and region ID. During the regrowth process, the CPU 12 does not include any pixel previously marked as ungrowable.
After the token is regrown, the previously marked pixels are unmarked so that other tokens may grow into them.
[0029] Subsequent to the regrowth of the token without the previously marked pixels, the CPU 12 returns to step 122
to test the newly regrown token. Neck testing identifies Type C tokens that cross material boundaries, and regrows the
identified tokens to provide single material Type C tokens suitable for use in creating Type B tokens.
[0030] Figure 3d shows Type B tokens generated from the Type C tokens of figure 3c, according to a feature of the
present invention. The present invention provides a novel exemplary technique using log chromaticity clustering, for
constructing Type B tokens for an image file 18. Log chromaticity is a technique for developing an illumination invariant
chromaticity space.
[0031] A method and system for separating illumination and reflectance using a log chromaticity representation is
disclosed in U. S. Patent No. 7,596,266, which is hereby expressly incorporated by reference. The techniques taught
in U. S. Patent No. 7,596,266 can be used to provide illumination invariant log chromaticity representation values for
each color of an image, for example, as represented by Type C tokens. Logarithmic values of the color band values of
the image pixels are plotted on a log-color space graph. The logarithmic values are then projected to a log-chromaticity
projection plane oriented as a function of a bi-illuminant dichromatic reflection model (BIDR model), to provide a log
chromaticity value for each pixel, as taught in U. S. Patent No. 7,596,266. The BIDR Model predicts that differing color
measurement values fall within a cylinder in RGB space, from a dark end (in shadow) to a bright end (lit end), along a
positive slope, when the color change is due to an illumination change forming a shadow over a single material of a
scene depicted in the image.
[0032] Figure 5 is a graphic representation of a log color space, bi-illuminant chromaticity plane according to a feature
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of the invention disclosed in U. S. Patent No. 7,596,266. The alignment of the chromaticity plane is determined by a
vector N, normal to the chromaticity plane, and defined as N = log(Brightvector) - log(Darkvector) = log(1 + 1/Svector). The
co-ordinates of the plane, u, v can be defined by a projection of the green axis onto the chromaticity plane as the u axis,
and the cross product of u and N being defined as the v axis. In our example, each log value for the materials A, B, C
is projected onto the chromaticity plane, and will therefore have a corresponding u, v co-ordinate value in the plane that
is a chromaticity value, as shown in figure 5.
[0033] Thus, according to the technique disclosed in U. S. Patent No. 7,596,266, the RGB values of each pixel in an
image file 18 can be mapped by the CPU 12 from the image file value p(n, m, R, G, B) to a log value, then, through a
projection to the chromaticity plane, to the corresponding u, v value, as shown in figure 5. Each pixel p(n, m, R, G, B)
in the image file 18 is then replaced by the CPU 12 by a two dimensional chromaticity value: p(n, m, u, v), to provide a
chromaticity representation of the original RGB image. In general, for an N band image, the N color values are replaced
by N - 1 chromaticity values. The chromaticity representation is a truly accurate illumination invariant representation
because the BIDR model upon which the representation is based, accurately and correctly represents the illumination
flux that caused the original image.
[0034] According to the invention disclosed and claimed in related application Serial No. 12/927,244, filed November
10, 2010, entitled System and Method for Identifying Complex Tokens in an Image (expressly incorporated by reference
herein and hereinafter referred to as "related invention"), log chromaticity values are calculated for each color depicted
in an image file 18 input to the CPU 12 for identification of regions of the uniform reflectance (Type B tokens). For
example, each pixel of a Type C token will be of approximately the same color value, for example, in terms of RGB
values, as all the other constituent pixels of the same Type C token, within the noise level of the equipment used to
record the image. Thus, an average of the color values for the constituent pixels of each particular Type C token can
be used to represent the color value for the respective Type C token in the log chromaticity analysis.
[0035] Figure 6 is a flow chart for determining a list of colors depicted in an input image, for example, an image file
18. In step 200, an input image file 18 is input to the CPU 12 for processing. In steps 202 and 204, the CPU 12 determines
the colors depicted in the input image file 18. In step 202, the CPU 12 calculates an average color for each Type C token
determined by the CPU 12 through execution of the routine of figure 3a, as described above, for a list of colors. The
CPU 12 can be operated to optionally require a minimum token size, in terms of the number of constituent pixels of the
token, or a minimum seed size (the N x N array) used to determine Type C tokens according to the routine of figure 3a,
for the analysis. The minimum size requirements are implemented to assure that color measurements in the list of colors
for the image are an accurate depiction of color in a scene depicted in the input image, and not an artifact of blend pixels.
[0036] Blend pixels are pixels between two differently colored regions of an image. If the colors between the two
regions are plotted in RGB space, there is a linear transition between the colors, with each blend pixel, moving from one
region to the next, being a weighted average of the colors of the two regions. Thus, each blend pixel does not represent
a true color of the image. If blend pixels are present, relatively small Type C tokens, consisting of blend pixels, can be
identified for areas of an image between two differently colored regions. By requiring a size minimum, the CPU 12 can
eliminate tokens consisting of blend pixel from the analysis.
[0037] In step 204, the CPU 12 can alternatively collect colors at the pixel level, that is, the RGB values of the pixels
of the input image file 18, as shown in figure 2. The CPU 12 can be operated to optionally require each pixel of the image
file 18 used in the analysis to have a minimum stability or local standard deviation via a filter output, for a more accurate
list of colors. For example, second derivative energy can be used to indicate the stability of pixels of an image.
[0038] In this approach, the CPU 12 calculates a second derivative at each pixel, or a subset of pixels disbursed across
the image to cover all illumination conditions of the image depicted in an input image file 18, using a Difference of
Gaussians, Laplacian of Gaussian, or similar filter. The second derivative energy for each pixel examined can then be
calculated by the CPU 12 as the average of the absolute value of the second derivative in each color band (or the
absolute value of the single value in a grayscale image), the sum of squares of the values of the second derivatives in
each color band (or the square of the single value in a grayscale image), the maximum squared second derivative value
across the color bands (or the square of the single value in a grayscale image), or any similar method. Upon the calculation
of the second derivative energy for each of the pixels, the CPU 12 analyzes the energy values of the pixels. There is an
inverse relationship between second derivative energy and pixel stability, the higher the energy, the less stable the
corresponding pixel.
[0039] In step 206, the CPU 12 outputs a list or lists of color (after executing one or both of steps 202 and/or 204).
According to a feature of the related invention, all of the further processing can be executed using the list from either
step 202 or 204, or vary the list used (one or the other of the lists from steps 202 or 204) at each subsequent step.
[0040] Figure 7 is a flow chart for determining an orientation for a log chromaticity representation, according to a
feature of the related invention. For example, the CPU 12 determines an orientation for the normal N, for a log chromaticity
plane, as shown in figure 5. In step 210, the CPU 12 receives a list of colors for an input file 18, such as a list output in
step 206 of the routine of figure 6. In step 212, the CPU 12 determines an orientation for a log chromaticity space.
[0041] As taught in U. S. Patent No. 7,596,266, and as noted above, orientation of the chromaticity plane is represented
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by N, N being a vector normal to the chromaticity representation, for example, the chromaticity plane of figure 5. The
orientation is estimated by the CPU 12 thorough execution of any one of several techniques. For example, the CPU 12
can determine estimates based upon entropy minimization, manual selection of lit/shadowed regions of a same material
by a user or the use of a characteristic spectral ratio (which corresponds to the orientation N) for an image of an input
image file 18, as fully disclosed in U. S. Patent No. 7,596,266.
[0042] For a higher dimensional set of colors, for example, an RYGB space (red, yellow, green, blue), the log chro-
maticity normal, N, defines a sub-space with one less dimension than the input space. Thus, in the four dimensional
RYGB space, the normal N defines a three dimensional log chromaticity space. When the four dimensional RYGB values
are projected into the three dimensional log chromaticity space, the projected values within the log chromaticity space
are unaffected by illumination variation.
[0043] In step 214, the CPU 12 outputs an orientation for the normal N. As illustrated in the example of figure 5, the
normal N defines an orientation for a u, v plane in a three dimensional RGB space.
[0044] Figure 8 is a flow chart for determining log chromaticity coordinates for the colors of an input image, as identified
in steps 202 or 204 of the routine of figure 6. In step 220, a list of colors is input to the CPU 12. The list of colors can
comprise either the list generated through execution of step 202 of the routine of figure 6, or the list generated through
execution of step 204. In step 222, the log chromaticity orientation for the normal, N, determined through execution of
the routine of figure 7, is also input to the CPU 12.
[0045] In step 224, the CPU 12 operates to calculate a log value for each color in the list of colors and plots the log
values in a three dimensional log space at respective (log R, log G, log B) coordinates, as illustrated in figure 5. Materials
A, B and C denote log values for specific colors from the list of colors input to the CPU 12 in step 220. A log chromaticity
plane is also calculated by the CPU 12, in the three dimensional log space, with u, v coordinates and an orientation set
by N, input to the CPU 12 in step 222. Each u, v coordinate in the log chromaticity plane can also be designated by a
corresponding (log R, log G, log B) coordinate in the three dimensional log space.
[0046] According to a feature of the related invention, the CPU 12 then projects the log values for the colors A, B and
C onto the log chromaticity plane to determine a u, v log chromaticity coordinate for each color. Each u, v log chromaticity
coordinate can be expressed by the corresponding (log R, log G, log B) coordinate in the three dimensional log space.
The CPU 12 outputs a list of the log chromaticity coordinates in step 226. The list cross-references each color to a u, v
log chromaticity coordinate and to the pixels (or a Type C tokens) having the respective color (depending upon the list
of colors used in the analysis (either step 202(tokens) or 204 (pixels))).
[0047] Figure 9 is a flow chart for optionally augmenting the log chromaticity coordinates for pixels or Type C tokens
with extra dimensions, according to a feature of the related invention. In step 230, the list of log chromaticity coordinates,
determined for the colors of the input image through execution of the routine of figure 8, is input to the CPU 12. In step
232, the CPU 12 accesses the input image file 18, for use in the augmentation.
[0048] In step 234, the CPU 12 optionally operates to augment each log chromaticity coordinate with a tone mapping
intensity for each corresponding pixel (or Type C token). The tone mapping intensity is determined using any known
tone mapping technique. An augmentation with tone mapping intensity information provides a basis for clustering pixels
or tokens that are grouped according to both similar log chromaticity coordinates and similar tone mapping intensities.
This improves the accuracy of a clustering step.
[0049] In step 236, the CPU 12 optionally operates to augment each log chromaticity coordinate with x, y coordinates
for the corresponding pixel (or an average of the x, y coordinates for the constituent pixels of a Type C token) (see figure
2 showing a P (1,1) to P (N, M) pixel arrangement). Thus, a clustering step with x, y coordinate information will provide
groups in a spatially limited arrangement, when that characteristic is desired.
[0050] In each of steps 234 and 236, the augmented information can, in each case, be weighted by a factor w1 and
w2, w3 respectively, to specify the relative importance and scale of the different dimensions in the augmented coordinates.
The weight factors w1 and w2, w3 are user-specified. Accordingly, the (log R, log G, log B) coordinates for a pixel or
Type C token is augmented to (log R, log G, log B, T*w1, x*w2, y*w3) where T, x and y are the tone mapped intensity,
the x coordinate and the y coordinate, respectively.
[0051] In step 238, the CPU 12 outputs a list of the augmented coordinates. The augmented log chromaticity coordinates
provide accurate illumination invariant representations of the pixels, or for a specified regional arrangement of an input
image, such as, for example, Type C tokens. According to a feature of the related invention and the present invention,
the illumination invariant characteristic of the log chromaticity coordinates is relied upon as a basis to identify regions of
an image of a single material or reflectance, such as, for example, Type B tokens.
[0052] Figure 10 is a flow chart for clustering the log chromaticity coordinates, according to a feature of the present
invention. In step 240, the list of augmented log chromaticity coordinates is input the CPU 12. In step 242, the CPU 12
operates to cluster the log chromaticity coordinates. According to the teachings of the related invention, the clustering
step can be implemented via, for example, a known k-means clustering. Any known clustering technique can be used
to cluster the log chromaticity coordinates to determine groups of similar log chromaticity coordinate values, according
to the related invention. According to the teachings of each of the related invention and the present invention, the CPU
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12 correlates each log chromaticity coordinate to the group to which the respective coordinate belongs.
[0053] According to a feature of the present invention, the clustering step 242 is implemented as a function of an index
of the type used in database management, for example, a hash index, a spatial hash index, b-trees or any other known
index commonly used in a database management system. By implementing the clustering step 242 as a function of an
index, the number of comparisons required to identify a cluster group for each pixel or token of an image is minimized.
Accordingly, the clustering step can be executed by the CPU 12 in a minimum amount of time, to expedite the entire
image process.
[0054] Figure 10a is an illustration of a grid for a spatial hash, according to a feature of an exemplary embodiment of
the present invention. As shown in figure 10a, a spatial hash divides an image being processed into a grid of buckets,
each bucket being dimensioned to be spatialThresh x spatialThresh. The grid represents a histogram of the u,v log
chromaticity values for the cluster groups. As each cluster is created, a reference to the cluster is placed in the appropriate
bucket of the grid.
[0055] Each new pixel or token of the image being processed is placed in the grid, in the bucket it would occupy, as
if the item (pixel or token) was a new group in the clustering process. The pixel or token is then examined relative to the
clusters in, for example, a 3 x 3 grid of buckets surrounding the bucket occupied by the item being examined. The item
is added to the cluster group within the 3 x 3 gird, for example, if the item is within a threshold for a clusterMean.
[0056] The CPU 12 also operates to calculate a center for each group identified in the clustering step. For example,
the CPU 12 can determine a center for each group relative to a (log R, log G, log B, log T) space.
[0057] In step 244, the CPU 12 outputs a list of the cluster group memberships for the log chromaticity coordinates
(cross referenced to either the corresponding pixels or Type C tokens) and/or a list of cluster group centers.
[0058] Pursuant to a further feature of the present invention, the list of cluster group memberships can be augmented
with a user input of image characteristics. For example, a user can specify pixels or regions of the image that are of the
same material reflectance. The CPU 12 operates to overlay the user specified pixels or regions of same reflectance
onto the clustering group membership information.
[0059] As noted above, in the execution of the clustering method, the CPU 12 can use the list of colors from either
the list generated through execution of step 202 of the routine of figure 6, or the list generated through execution of step
204. In applying the identified cluster groups to an input image, the CPU 12 can be operated to use the same set of
colors as used in the clustering method (one of the list of colors corresponding to step 202 or to the list of colors
corresponding to step 204), or apply a different set of colors (the other of the list of colors corresponding to step 202 or
the list of colors corresponding to step 204). If a different set of colors is used, the CPU 12 proceeds to execute the
routine of figure 11.
[0060] Figure 11 is a flow chart for assigning the log chromaticity coordinates to clusters determined through execution
of the routine of figure 10, when a different list of colors is used after the identification of the cluster groups, according
to a feature of the present invention. In step 250, the CPU 12 once again executes the routine of figure 8, this time in
respect to the new list of colors. For example, if the list of colors generated in step 202 (colors based upon Type C
tokens) was used to identify the cluster groups, and the CPU 12 then operates to classify log chromaticity coordinates
relative to cluster groups based upon the list of colors generated in step 204 (colors based upon pixels), step 250 of the
routine of figure 11 is executed to determine the log chromaticity coordinates for the colors of the pixels in the input
image file 18.
[0061] In step 252, the list of cluster centers is input to the CPU 12. In step 254, the CPU 12 operates to classify each
of the log chromaticity coordinates identified in step 250, according to the nearest cluster group center. In step 256, the
CPU 12 outputs a list of the cluster group memberships for the log chromaticity coordinates based upon the new list of
colors, with a cross reference to either corresponding pixels or Type C tokens, depending upon the list of colors used
in step 250 (the list of colors generated in step 202 or the list of colors generated in step 204).
[0062] Figure 12 is a flow chart for detecting regions of uniform reflectance based on the log chromaticity clustering
according to a feature of the present invention. In step 260, the input image file 18 is once again provided to the CPU
12. In step 262, one of the pixels or Type C tokens, depending upon the list of colors used in step 250, is input to the
CPU 12. In step 264, the cluster membership information, form either steps 244 or 256, is input to the CPU 12.
[0063] In step 266, the CPU 12 operates to merge each of the pixels, or specified regions of an input image, such as,
for example, Type C tokens, having a same cluster group membership into a single region of the image to represent a
region of uniform reflectance (Type B token). The CPU 12 performs such a merge operation for all of the pixels or tokens,
as the case may be, for the input image file 18. In step 268, the CPU 12 outputs a list of all regions of uniform reflectance
(and also of similar tone mapping intensities and x, y coordinates, if the log chromaticity coordinates were augmented
in steps 234 and/or 236). It should be noted that each region of uniform reflectance (Type B token) determined according
to the features of the present invention, potentially has significant illumination variation across the region.
[0064] U. S. Patent Publication No. US 2010/0142825 teaches a constraint/solver model for segregating illumination
and material in an image, including an optimized solution based upon a same material constraint. A same material
constraint, as taught in U. S. Patent Publication No. US 2010/0142825, utilizes Type C tokens and Type B tokens, as
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can be determined according to the teachings of the present invention. The constraining relationship is that all Type C
tokens that are part of the same Type B token are constrained to be of the same material. This constraint enforces the
definition of a Type B token, that is, a connected image region comprising contiguous pixels that represent a region of
the image encompassing a single material in the scene, though not necessarily the maximal region corresponding to
that material. Thus, all Type C tokens that lie within the same Type B token are by the definition imposed upon Type B
tokens, of the same material, though not necessarily of the same illumination. The Type C tokens are therefore constrained
to correspond to observed differences in appearance that are caused by varying illumination.
[0065] Figure 13 is a representation of an [A] [x] = [b] matrix relationship used to identify and separate illumination
and material aspects of an image, according to a same-material constraint, as taught in U. S. Patent Publication No. US
2010/0142825. Based upon the basic equation I = ML (I = the recorded image value, as stored in an image file 18, M =
material reflectance, and L = illumination), log(I) = log (ML) = log (M) + log(L). This can be restated as i = m + l, wherein
i represents log(I), m represents log(M) and l represents log(L). In the constraining relationship of a same material, in
an example where three Type C tokens, a, b and c, (as shown in figure 13) are within a region of single reflectance, as
defined by a corresponding Type B token defined by a, b and c, then ma = mb = mc. For the purpose of this example,
the I value for each Type C token is the average color value for the recorded color values of the constituent pixels of the
token. The a, b and c, Type C tokens of the example can correspond to the blue Type B token illustrated in figure 3d.
[0066] Since: ma = ia - la, mb = ib - lb, and mc = ic - lc, these mathematical relationships can be expressed, in a same
material constraint, as (1)la + (-1)lb + (0)lc = (ia - ib), (1)la + (0)lb + (-1)lc = (ia - ic) and (0)la + (1)lb + (-1)lc = (ib - ic).
[0067] Thus, in the matrix equation of figure 13, the various values for the log (I) (ia, ib, ic), in the [b] matrix, are known
from the average recorded pixel color values for the constituent pixels of the adjacent Type C tokens a, b and c. The
[A] matrix of 0’s, 1’s and -1’s, is defined by the set of equations expressing the same material constraint, as described
above. The number of rows in the [A] matrix, from top to bottom, corresponds to the number of actual constraints imposed
on the tokens, in this case three, the same material constraint between the three adjacent Type C tokens a, b and c.
The number of columns in the [A] matrix, from left to right, corresponds to the number of unknowns to be solved for,
again, in this case, the three illumination values for the three tokens. Therefore, the values for the illumination components
of each Type C token a, b and c, in the [x] matrix, can be solved for in the matrix equation, by the CPU 12. It should be
noted that each value is either a vector of three values corresponding to the color bands (such as red, green, and blue)
of our example or can be a single value, such as in a grayscale image.
[0068] Once the illumination values are known, the material color can be calculated by the CPU 12 using the I = ML
equation. Intrinsic illumination and material images can be now be generated for the region defined by tokens a, b and
c, by replacing each pixel in the original image by the calculated illumination values and material values, respectively.
An example of an illumination image and material image, corresponding to the original image shown in figure 3b, is
illustrated in figure 14.
[0069] Implementation of the constraint/solver model according to the techniques and teachings of U. S. Patent Pub-
lication No. US 2010/0142825, utilizing the Type C tokens and Type B tokens obtained via a log chromaticity clustering
technique according to the present invention, provides a highly effective and efficient method for generating intrinsic
images corresponding to an original input image. The intrinsic images can be used to enhance the accuracy and efficiency
of image processing, image analysis and computer vision applications.
[0070] However, the intrinsic images generated from the performance of the exemplary embodiments of the present
invention can include artifacts that distort the appearance of a scene depicted in the image being processed. The artifacts
can be introduced through execution of the intrinsic image generations methods of the present invention, or through
user modifications such as the user input of image characteristics discussed above. Accordingly, according to a feature
of the present invention, various post processing techniques can be implemented to reduce the artifacts.
[0071] Figure 15 is a flow chart for an edge preserving blur post processing technique applied to the intrinsic images
illustrated in figure 14, according to a feature of the present invention, to improve the quality of the illumination and
material reflectance aspects depicted in the intrinsic images. In step 300, the CPU 12 receives as an input an original
image (an image file 18), and the corresponding intrinsic material reflectance and illumination images determined by
the CPU 12 through solution of the matrix equation shown in figure 13, as described above.
[0072] In step 302, the CPU 12 operates to perform an edge-preserving blur of the illumination in the illumination
image by applying an edge preserving smoothing filter. The edge preserving smoothing filter can be any one of the
known filters such as, for example, a bilateral filter, a guided filter, a mean-shift filter, a median filter, anisotropic diffusion
and so on. The filter can be applied one or more times to the illumination image. In an exemplary embodiment, a bilateral
filter is applied to the illumination image twice. In addition, several different types of filters can be applied in succession,
for example, a median filter followed by a bilateral filter.
[0073] In step 304, the CPU 12 recalculates the intrinsic material reflectance image based upon the I = ML equation,
and using the original image of the image file 18 and the illumination image, as modified in step 302. In step 306, the
CPU 12 outputs intrinsic material reflectance and illumination images, as modified by the CPU 12 through execution of
the routine of figure 15.
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[0074] A smoothing filter applied to the illumination image results in several improvements to the appearance of the
intrinsic images when used in, for example, such applications as computer graphics. For example, in computer graphics,
texture mapping is used to achieve certain special effects. Artists consider it desirable in the performance of texture
mapping to have some fine scale texture form the illumination in the material reflectance image. By smoothing the
illumination image, in step 302, the fine scale texture is moved to the material reflectance image upon a recalculation
of the material image in step 304, as will be described below.
[0075] In addition, smoothing the illumination in step 302 places some of the shading illumination (illumination intensity
variation due to curvature of a surface) back into the material reflectance image, giving the material image some ex-
pression of curvature. That results in an improved material depiction more suitable for artistic rendering in a computer
graphics application.
[0076] Moreover, small reflectance variation sometimes erroneously ends up in the illumination image. The smoothing
in step 302 forces the reflectance variation back into the material image.
[0077] Figure 16 is a flow chart for an artifact reduction post processing technique applied to the intrinsic images
illustrated in figure 14, according to a feature of the present invention, to improve the quality of the illumination and
material reflectance aspects depicted in the intrinsic images. In step 400, the CPU 12 receives as an input an original
image (an image file 18), and the corresponding intrinsic material reflectance and illumination images determined by
the CPU 12 through solution of the matrix equation shown in figure 13, as described above. Optionally, the intrinsic
images can be previously modified by the CPU 12 through execution of the routine of figure 15.
[0078] In step 402, the CPU 12 operates to calculate derivatives (the differences between adjacent pixels) for the
pixels of each of the original image and the material reflectance image. Variations between adjacent pixels, in the
horizontal and vertical directions, are caused by varying illumination and different materials in the scene depicted in the
original image. When the CPU 12 operates to factor the original image into intrinsic illumination and material reflectance
images, some of the variation ends up in the illumination image and some ends up in the material reflectance image.
Ideally, all of the variation in the illumination image is attributable to varying illumination, and all of the variation in the
material reflectance image is attributable to different materials.
[0079] Thus, by removing the illumination variation, variations in the material reflectance image should be strictly less
than variations in the original image. However, inaccuracies in the process for generating the intrinsic images can result
in new edges appearing in the material reflectance image.
[0080] In step 404, the CPU 12 operates to identify the artifacts caused by the newly appearing edges by comparing
the derivatives for the material reflectance image with the derivatives for the original image. The CPU 12 modifies the
derivatives in the material reflectance image such that, for each derivative of the material reflectance image, the sign is
preserved, but the magnitude is set at the minimum of the magnitude of the derivative in the original image and the
material reflectance image. The modification can be expressed by the following equation: 

[0081] In step 406, the CPU integrates the modified derivatives to calculate a new material reflectance image. The
new image is a material reflectance image without the newly appearing, artifact-causing edges. Any known technique
can be implemented to perform the integration. For example, the CPU 12 can operate to perform numerical 2D integration
by solving the 2D Poisson equation using discrete cosine transforms.
[0082] In step 408, the CPU 12 recalculates the intrinsic illumination image based upon the I = ML equation, and using
the original image of the image file 18 and the material reflectance image, as modified in steps 404 and 406. In step
408, the CPU 12 outputs intrinsic material reflectance and illumination images, as modified by the CPU 12 through
execution of the routine of figure 16.
[0083] Figure 17 is a flow chart for a BIDR model enforcement post processing technique applied to the intrinsic images
illustrated in figure 14, according to a feature of the present invention, to improve the quality of the illumination and
material reflectance aspects depicted in the intrinsic images.
[0084] As described above, the BIDR model predicts the correct color for a material, in a shadow penumbra, from full
shadow to fully lit. As shown in figure 18, according to the prediction of the BIDR model, colors for a material, for example,
in an RGB color space, from a fully shaded color value to a fully lit color value, generally form a line in the color space.
In full shadow, the material is illuminated by an ambient illuminant, while when fully lit, the material is illuminated by the
ambient illuminant and the direct or incident illuminant present in the scene at the time the digital image of an image file
18 was recorded.
[0085] According to the BIDR model, the illumination values in an image also define a line extending from the color
of the ambient illuminant to the color of the combined ambient and direct illuminants. In log color space, the illumination
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line predicted by the BIDR model corresponds to the normal, N of the log color space chromaticity plane illustrated in
figure 5.
[0086] Various inaccuracies in the generation of the illumination and material intrinsic images, as described above,
can also result, for example, in illumination values in the generated intrinsic illumination image that diverge from the line
for the illumination values predicted by the BIDR model. According to the present invention, the illumination line prediction
of the BIDR model is used to correct such inaccuracies by modifying the illumination to be linear in log(RGB) space.
[0087] Referring once again to figure 17, in step 500, the CPU 12 receives as input a BIDR illumination orientation,
corresponding to the normal N illustrated in figure 5. In the exemplary embodiment of the present invention, N is determined
by the CPU 12 through execution of the routine of figure 7, as described above. In that case, the N determined through
execution of the routine of figure 7 is used in both the clustering process described above, and in the BIDR model
enforcement post processing technique illustrated in figure 17.
[0088] In the event the illumination and material reflectance images are generated via a method different from the log
chromaticity clustering technique of the exemplary embodiment, the orientation N is determined by the CPU 12 in a
separate step before the execution of the routine of figure 17, through execution of the routine of figure 7. When N is
determined in a separate step, the CPU 12 can operate relative to either the original image or the illumination image. In
addition, when the processing is based upon a user input, as described above, the user can make a selection from either
the original image or the illumination image.
[0089] Moreover, in step 500, the CPU 12 also receives as input an original image (an image file 18), and the corre-
sponding intrinsic material reflectance and illumination images determined by the CPU 12 through solution of the matrix
equation shown in figure 13, also as described above. Optionally, the intrinsic images can be previously modified by the
CPU 12 through execution of the routine(s) of either one, or both figures 15 and 16.
[0090] In step 502, the CPU 12 determines the full illumination color in the illumination image. The full illumination
color (ambient + direct) can be the brightest color value depicted in the illumination image. However, the brightest value
can be inaccurate due to noise in the image or other outliers. In a preferred exemplary embodiment of the present
invention, a more accurate determination is made by finding all illumination color values in a preselected range of
percentiles of the intensities, for example, the 87th through 92nd percentiles, and calculating an average of those values.
The average is used as the full illumination color value. Such an approach provides a robust estimate of the bright end
of the illumination variation in the intrinsic illumination image.
[0091] In step 504, the CPU 12 operates to modify all of the pixels of the illumination image by projecting all of the
illumination colors depicted by the pixels in the illumination image to the nearest point on a line having the orientation
N (input to the CPU 12 in step 500) and passing through the full illumination color determined in step 302. Thus, the
color of each pixel of the illumination image is modified to conform to the closest value required by the BIDR model
prediction.
[0092] A special case exists for the pixels of the illumination image having an intensity that is greater than the full
illumination color value, as calculated in step 502. The special case can be handled by the CPU 12 according to a number
of different methods. In a first method, the modification is completed as with all the other pixels, by projecting each high
intensity pixel to the nearest value on the illumination line. In a second method, each high intensity pixel is replaced by
a pixel set at the full illumination color value. According to a third method, each high intensity pixel is kept at the color
value as in the original image.
[0093] An additional method is implemented by using a weighted average for each high intensity pixel, of values
determined according to the first and third methods, or of values determined according to the second and third methods.
The weights would favor values calculated according to either the first or second methods when the values are similar
to high intensity pixels that are not significantly brighter than the full illumination color value calculated in step 502. Values
calculated via the third method are favored when values for high intensity pixels that are significantly brighter than the
full illumination color value. Such a weighting scheme is useful when the I = ML equation for image characteristics is
inaccurate, for example, in the presence of specular reflections.
[0094] Any known technique can be implemented to determine the relative weights for illumination values. In an
exemplary embodiment of the present invention, a sigmoid function is constructed such that all the weight is on the value
determined either according to the first or second methods, when the intensity of the high intensity pixel is at or near the
full illumination color value, with a smooth transition to an equally weighted value, between a value determined either
according to the first or second methods and a value determined according to the third method, as the intensity increases.
That is followed by a further smooth transition to full weight on a value determined according to the third method, as the
intensity increase significantly beyond the full illumination color value.
[0095] In step 506, the CPU 12 recalculates the intrinsic material reflectance image based upon the I = ML equation,
and using the original image of the image file 18 and the illumination image, as modified in step 504. In step 508, the
CPU 12 outputs intrinsic material reflectance and illumination images modified to strictly adhere to the predictions of the
BIDR model.
[0096] For best results, the above-described post processing techniques can be executed in a log(RGB) space. Also,
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the various techniques can be executed in the order described above. Once one or more of the post processing techniques
have been executed, the final modified intrinsic images can be white balanced and/or scaled, as desired, and output by
the CPU 12.
[0097] In the preceding specification, the invention has been described with reference to specific exemplary embod-
iments and examples thereof. It will, however, be evident that various modifications and changes may be made thereto.
The specification and drawings are accordingly to be regarded in an illustrative manner rather than a restrictive sense.

Claims

1. An automated, computerized method for processing an image, comprising the steps of:

providing an image file (18) depicting an image, in a computer memory (16);
generating an intrinsic image corresponding to the original image, the intrinsic image including an illumination
image and a material reflectance image expressed as separate representations, wherein the illumination image
represents intensity and color of light incident upon each point on surfaces depicted in the original image, and
the material reflectance image represents reflectance properties of the surfaces depicted in the original image;
and
modifying all of the pixels of the illumination image by projecting, in a log (RGB) color space, all of the illumination
colors depicted by the pixels in the illumination image to the nearest point on a line extending from a fully shaded
color to a fully lit color value, such a line being predicted for each material depicted in the original image by a
bi-illuminant, dichromatic reflection model, so that the color of each pixel of the illumination image is modified
to conform to the closest value required by the bi-illuminant, dichromatic reflection, BIDR, model.

2. The method of claim 1 including the further step of modifying the material reflectance image as a function of the
modified illumination image.

3. A computer system (10) which comprises:

a CPU (12); and
a memory (16) storing an image file (18) containing an image;
the CPU (12) arranged and configured to execute a routine to generate an intrinsic image corresponding to the
original image, the intrinsic image including an illumination image and a material reflectance image expressed
as separate representations, wherein the illumination image represents intensity and color of light incident upon
each point on surfaces depicted in the original image, and the material reflectance image represents reflectance
properties of the surfaces depicted in the original image, and modify all of the pixels of the illumination image
by projecting, in a log (RGB) color space, all of the illumination colors depicted by the pixels in the illumination
image to the nearest point on a line extending from a fully shaded color to a fully lit color value, such a line being
predicted for each material depicted in the original image by a bi-illuminant, dichromatic reflection model, so
that the color of each pixel of the illumination image is modified to conform to the closest value required by the
bi-illuminant, dichromatic reflection, BIDR, model.

4. A computer program product, disposed on a computer readable media, the product including computer executable
process steps operable to control a computer (10) to: provide an image file (18) depicting an image, in a computer
memory (16), generate an intrinsic image corresponding to the original image, the intrinsic image including an
illumination image and a material reflectance image expressed as separate representations, wherein the illumination
image represents intensity and color of light incident upon each point on surfaces depicted in the original image,
and the material reflectance image represents reflectance properties of the surfaces depicted in the original image,
and modify all of the pixels of the illumination image by projecting, in a log (RGB) color space, all of the illumination
colors depicted by the pixels in the illumination image to the nearest point on a line extending from a fully shaded
color to a fully lit color value, such a line being predicted for each material depicted in the original image by a bi-
illuminant, dichromatic reflection model, so that the color of each pixel of the illumination image is modified to conform
to the closest value required by the bi-illuminant, dichromatic reflection, BIDR, model.

5. The computer program product of claim 4 including the further process step to modify the material reflectance image
as a function of the modified illumination image.



EP 2 776 979 B1

13

5

10

15

20

25

30

35

40

45

50

55

Patentansprüche

1. Automatisiertes, computergestütztes Verfahren zum Verarbeiten eines Bildes, das die folgenden Schritte umfasst:

Bereitstellen einer ein Bild darstellenden Bilddatei (18) in einem Computerspeicher (16);
Erzeugen eines intrinsischen Bildes, das dem Originalbild entspricht, wobei das intrinsische Bild ein Beleuch-
tungsbild und ein Materialreflexionsbild beinhaltet, die als separate Repräsentationen ausgedrückt werden,
wobei das Beleuchtungsbild Intensität und Farbe des Lichteinfalls auf jeden Punkt auf den im Originalbild
dargestellten Oberflächen repräsentiert und das Materialreflexionsbild Reflexionseigenschaften der im Origi-
nalbild dargestellten Oberflächen repräsentiert; und
Modifizieren aller Pixel des Beleuchtungsbildes durch Projizieren aller Beleuchtungsfarben in einem
Log-(RGB)-Farbraum, die durch die Pixel im Beleuchtungsbild dargestellt werden, auf den nächstgelegenen
Punkt auf einer Linie, die sich von einem vollständig schattierten Farbwert zu einem vollständig beleuchteten
Farbwert erstreckt, wobei eine derartige Linie für jedes im Originalbild dargestellte Material durch ein dichro-
matisches Bi-Beleuchtungsreflexionsmodell vorhergesagt wird, so dass die Farbe jedes Pixels des Beleuch-
tungsbildes modifiziert wird, um dem nächstliegenden Wert zu entsprechen, der durch das dichromatische Bi-
Beleuchtungsmodell, BIDR-Modell, gefordert wird.

2. Verfahren nach Anspruch 1, umfassend den weiteren Schritt des Modifizierens des Materialreflexionsbildes in Ab-
hängigkeit von dem modifizierten Beleuchtungsbild.

3. Computersystem (10), umfassend:

eine CPU (12); und
einen Speicher (16), der eine ein Bild enthaltende Bilddatei (18) speichert; wobei die CPU (12) dazu angeordnet
und konfiguriert ist, eine Routine auszuführen, um ein intrinsisches Bild zu erzeugen, das dem Originalbild
entspricht, wobei das intrinsische Bild ein Beleuchtungsbild und ein Materialreflexionsbild beinhaltet, die als
separate Repräsentationen ausgedrückt werden, wobei das Beleuchtungsbild Intensität und Farbe des Licht-
einfalls auf jeden Punkt auf den im Originalbild dargestellten Oberflächen repräsentiert und das Materialrefle-
xionsbild Reflexionseigenschaften der im Originalbild dargestellten Oberflächen repräsentiert, und alle Pixel
des Beleuchtungsbildes durch Projizieren aller Beleuchtungsfarben in einem Log-(RGB)-Farbraum, die durch
die Pixel im Beleuchtungsbild dargestellt werden, auf den nächstgelegenen Punkt auf einer Linie, die sich von
einem vollständig schattierten Farbwert zu einem vollständig beleuchteten Farbwert erstreckt, zu modifizieren,
wobei eine derartige Linie für jedes im Originalbild dargestellte Material durch ein dichromatisches Bi-Beleuch-
tungsreflexionsmodell vorhergesagt wird, sodass die Farbe jedes Pixels des Beleuchtungsbildes modifiziert
wird, um dem nächstliegenden Wert zu entsprechen, der durch das dichromatische Bi-Beleuchtungsreflexions-
modell, BIDR-Modell, gefordert wird.

4. Computerprogrammprodukt, das auf einem computerlesbaren Medium bereitgestellt wird, wobei das Produkt com-
puterausführbare Verarbeitungsschritte beinhaltet, die zum Steuern eines Computers (10) betrieben werden können,
um: eine ein Bild darstellende Bilddatei (18) in einem Computerspeicher (16) bereitzustellen; ein intrinsisches Bild
zu erzeugen, das dem Originalbild entspricht, wobei das intrinsische Bild ein Beleuchtungsbild und ein Materialre-
flexionsbild beinhaltet, die als separate Repräsentationen ausgedrückt werden, wobei das Beleuchtungsbild Inten-
sität und Farbe des Lichteinfalls auf jeden Punkt auf den im Originalbild dargestellten Oberflächen repräsentiert und
das Materialreflexionsbild Reflexionseigenschaften der im Originalbild dargestellten Oberflächen repräsentiert, und
alle Pixel des Beleuchtungsbildes durch Projizieren aller Beleuchtungsfarben in einem Log-(RGB)-Farbraum, die
durch die Pixel im Beleuchtungsbild dargestellt werden, auf den nächstgelegenen Punkt auf einer Linie, die sich
von einem vollständig schattierten Farbwert zu einem vollständig beleuchteten Farbwert erstreckt, zu modifizieren,
wobei eine derartige Linie für jedes im Originalbild dargestellte Material durch ein dichromatisches Bi-Beleuchtungs-
reflexionsmodell vorhergesagt wird, sodass die Farbe jedes Pixels des Beleuchtungsbildes modifiziert wird, um dem
nächstliegenden Wert zu entsprechen, der durch das dichromatische Bi-Beleuchtungsreflexionsmodell, BIDR-Mo-
dell, gefordert wird.

5. Computerprogrammprodukt nach Anspruch 4, umfassend den weiteren Verarbeitungsschritt zum Modifizieren des
Materialreflexionsbildes in Abhängigkeit des modifizierten Beleuchtungsbildes.
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Revendications

1. Procédé informatisé et automatisé de traitement d’une image comprenant les étapes de :

fourniture d’un fichier image (18) illustrant une image, dans une mémoire d’ordinateur (16) ;
génération d’une image intrinsèque correspondant à l’image d’origine, l’image intrinsèque comportant une image
d’illumination et une image de réflectance de matériau exprimées sous forme de représentations séparées,
dans lequel l’image d’illumination représente une intensité et une couleur de lumière incidente sur chaque point
sur des surfaces illustrées dans l’image d’origine, et l’image de réflectance de matériau représente des propriétés
de réflectance des surfaces illustrées dans l’image d’origine ; et
modification de tous les pixels de l’image d’illumination en projetant, dans un espace de couleur logarithmique
(RVB), toutes les couleurs d’illumination illustrées par les pixels dans l’image d’illumination jusqu’au point le
plus proche sur une ligne s’étendant d’une couleur totalement dégradée jusqu’à une couleur totalement éclairée,
telle qu’une ligne prédite pour chaque matériau illustré dans l’image d’origine par un modèle de réflexion di-
chromatique bi-illuminant, de sorte que la couleur de chaque pixel de l’image d’illumination soit modifiée pour
se conformer à la valeur la plus proche requise par le modèle de réflexion dichromatique bi-illuminant, BIDR.

2. Procédé selon la revendication 1, comportant l’étape supplémentaire de modification de l’image de réflectance de
matériau en fonction de l’image d’illumination modifiée.

3. Système d’ordinateur (10) qui comprend :

une unité centrale (12) ; et
une mémoire (16) stockant un fichier image (18) contenant une image ;
l’unité centrale (12) étant conçue et configurée pour exécuter une routine afin de générer une image intrinsèque
correspondant à l’image d’origine, l’image intrinsèque comportant une image d’illumination et une image de
réflectance de matériau exprimées sous forme de représentations séparées, dans lequel l’image d’illumination
représente une intensité et une couleur de lumière incidente sur chaque point sur des surfaces illustrées dans
l’image d’origine, et l’image de réflectance de matériau représente des propriétés de réflectance des surfaces
illustrées dans l’image d’origine, et pour modifier tous les pixels de l’image d’illumination en projetant, dans un
espace de couleur logarithmique (RVB), toutes les couleurs d’illumination illustrées par les pixels dans l’image
d’illumination jusqu’au point le plus proche sur une ligne s’étendant d’une couleur totalement dégradée jusqu’à
une valeur de couleur totalement éclairée, telle qu’une ligne prédite pour chaque matériau illustré dans l’image
d’origine par un modèle de réflexion dichromatique bi-illuminant, de sorte que la couleur de chaque pixel de
l’image d’illumination soit modifiée pour se conformer à la valeur la plus proche requise par le modèle de réflexion
dichromatique bi-illuminant, BIDR.

4. Produit programme d’ordinateur, disposé dans un support lisible par ordinateur, le produit comportant des étapes
de procédé exécutables par ordinateur opérationnelles pour commander à un ordinateur (10) de : fournir un fichier
image (18) illustrant une image, dans une mémoire d’ordinateur (16), générer une image intrinsèque correspondant
à l’image d’origine, l’image intrinsèque comportant une image d’illumination et une image de réflectance de matériau
exprimées sous forme de représentations séparées, dans lequel l’image d’illumination représente une intensité et
une couleur de lumière incidente sur chaque point sur des surfaces illustrées dans l’image d’origine, et l’image de
réflectance de matériau représente des propriétés de réflectance des surfaces illustrées dans l’image d’origine, et
modifier tous les pixels de l’image d’illumination en projetant, dans un espace de couleur logarithmique (RVB),
toutes les couleurs d’illumination illustrées par les pixels dans l’image d’illumination jusqu’au point le plus proche
sur une ligne s’étendant d’une couleur totalement dégradée jusqu’à une valeur de couleur totalement éclairée, telle
qu’une ligne prédite pour chaque matériau illustré dans l’image d’origine par un modèle de réflexion dichromatique
bi-illuminant, de sorte que la couleur de chaque pixel de l’image d’illumination soit modifiée pour se conformer à la
valeur la plus proche requise par le modèle de réflexion dichromatique bi-illuminant, BIDR.

5. Produit programme d’ordinateur selon la revendication 4, comportant l’étape de procédé supplémentaire de modi-
fication de l’image de réflectance de matériau en fonction de l’image d’illumination modifiée.
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