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Description

[0001] This claims the benefit of U.S. Application Serial
No. 11/341,753, filed January 27, 2006.

Background of the Invention

[0002] Many significant and commercially important
uses of modern computer technology relate to images.
These include image processing, image analysis and
computer vision applications. A challenge in the utiliza-
tion of computers to accurately and correctly perform op-
erations relating to images is the development of algo-
rithms that truly reflect and represent physical phenom-
ena occurring in the visual world. For example, the ability
of a computer to correctly and accurately distinguish be-
tween a shadow and a material object edge within an
image has been a persistent challenge to scientists. Edge
detection is a fundamental task in image processing be-
cause without accurate and correct detection of the edg-
es of physical objects, no other processing of the image
is possible. If a cast shadow is indistinguishable from the
object casting the shadow, it would not be possible for
the computer to recognize the object.
[0003] An early and conventional approach to object
edge detection involves an analysis of brightness bound-
aries in an image. In the analysis it is assumed that a
boundary caused by a material object will be sharp, while
a boundary caused by a shadow will be soft or gradual
due to the penumbra effect of shadows. While this ap-
proach can be implemented by algorithms that can be
accurately executed by a computer, the results will often
be incorrect. In the real world there are many instances
wherein shadows form sharp boundaries, and converse-
ly, material object edges form soft boundaries. Thus,
when utilizing conventional techniques for shadow and
edge recognition, there are significant possibilities for
false positives and false negatives for shadow recogni-
tion. That is, for example, a material edge that imitates
a shadow and is thus identified incorrectly by a computer
as a shadow or a sharp shadow boundary that is incor-
rectly interpreted as an object boundary. Accordingly,
there is a persistent need for the development of accurate
and correct techniques that can be utilized in the opera-
tion of computers relating to images.

Summary of the Invention

[0004] The present invention provides a method and
system comprising image techniques that accurately and
correctly reflect and represent physical phenomena oc-
curring in the visual world, for identification of illumination
fields in an image.
[0005] The article "A Physical Approach to Color Image
Understanding" by G. J. Klinker et al., Int. Journal of Com-
puter Vision, 4, 7-38 (1990), Kluwer, describes a method
to separate a color image into an image of the highlights
and an image corresponding to the original image with

the highlights removed. The image is divided into win-
dows, and for each window the eigenvalues and -vectors
of the covariance matrix of the pixel values in the respec-
tive window are calculated. Depending on whether 0, 1,
2, or 3 of the eigenvalues are large (the remaining being
small), the cluster in color space corresponding to the
pixels in a window is classified as point, line, plane, or
volume cluster. These clusters are used for further anal-
ysis. The linear clusters, which have a cylindrical struc-
ture in color space, are used for region growing from a
pixel within the respective cluster. For a linear cluster,
the color variation along the major axis can be attributed
for example to a changing amount of body or surface
reflection or a material boundary. The article "Using Color
to Separate Reflection Components" by S. Shafer, Color
Research and Application, 10,210 - 218, John Wiley, re-
lates to a splitting of a pixel value into specular and diffuse
reflection contributions. The analysis uses parallelo-
grams in RGB space. The document by Barnard K. et al:
"Shadow Identification Using Colour Ratios"; 1st Color
Imaging Conference, Color Science, Systems and Ap-
plications"; 1. January 2000, pages 97-100
(XP003018771) discloses the assessment of illumination
boundaries in an image. In order to provide a system
which is able to assess the illumination boundaries, a set
of roughly 100 measurements of indoor and outdoor il-
luminations are taken.
[0006] In a first exemplary embodiment of the present
invention, an automated, computerized method is pro-
vided for determining an illumination field in an image.
The method comprises the steps of identifying linear to-
kens in the image and utilizing the linear tokens to identify
an illumination field.
[0007] In a second exemplary embodiment of the
present invention, an automated, computerized method
is provided for determining shadow/lit pixels of an image.
The method comprises the steps of identifying uniform
tokens in the image and utilizing the uniform tokens to
identify shadow/lit pixels of the image.
[0008] In a third exemplary embodiment of the present
invention, an automated, computerized method is pro-
vided for determining a shadow in an image. The method
comprises the steps of calculating a characteristic spec-
tral ratio for the image, and utilizing the characteristic
spectral ratio to identify a shadow in the image.
[0009] In a fourth exemplary embodiment of the
present invention, an automated, computerized method
is provided for determining a material edge in an image.
The method comprises the steps of calculating an illumi-
nation gradient for the image and utilizing the illumination
gradient to identify a material edge in the image.
[0010] In a fifth exemplary embodiment of the present
invention, an automated, computerized method is pro-
vided for determining an illumination field in an image.
The method comprises the steps of identifying tokens in
the image, clustering the identified tokens into groups
and utilizing the token groups to identify an illumination
field.
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[0011] In accordance with yet further embodiments of
the present invention, computer systems are provided,
which include one or more computers configured (e.g.,
programmed) to perform the methods described above.
In accordance with other embodiments of the present
invention, computer readable media are provided which
have stored thereon computer executable process steps
operable to control a computer(s) to implement the em-
bodiments described above. The automated, computer-
ized methods can be performed by a digital computer,
analog computer, optical sensor, state machine, se-
quencer or any device or apparatus that can be designed
or programed to carry out the steps of the methods of
the present invention.

Brief Description of the Drawings

[0012]

Figure 1 is a block diagram of a computer system
arranged and configured to perform operations re-
lated to images.

Figure 2 shows an n X m pixel array image file for
an image stored in the computer system of figure 1.

Figure 3a is a flow chart for identifying linear tokens
in an image according to a feature of the present
invention.

Figure 3b shows an image at a material boundary,
and pixel values at the boundary.

Figure 4 is a graph in RGB color space showing
colors for a material, from a fully shaded color value
to a fully lit color value, as determined by execution
of a simplified bi-illuminant dichromatic reflection
model according to a feature of the present invention.

Figures 5a & b are graphs in RGB color space show-
ing colors for a material, from a fully shaded color
value to a fully lit color value, with error bounds form-
ing a cylinder, as determined by execution of the bi-
illuminant dichromatic reflection model according to
a feature of the present invention.

Figure 6 is a flow chart for using token groups to
identify regions of consistent reflectance of an im-
age, according to a feature of the present invention.

Figure 7 is a flow chart for using linear tokens to
identify regions of consistent reflectance of an im-
age, according to a feature of the present invention.

Figure 8 is a flow chart for using Nth order tokens to
identify shadowed and lit regions of an image, ac-
cording to a feature of the present invention.

Figure 9 is a flow chart for using ratio labeling to
identify and correct shadowed areas of an image,
according to a feature of the present invention.

Figure 10 is a flow chart for identifying illumination
gradients in an image, according to a feature of the
present invention.

Figure 11 is a flow chart for identifying material edges
in an image using illumination gradients, according
to a feature of the present invention.

Detailed Description of the Preferred Embodiments

[0013] Referring now to the drawings, and initially to
figure 1, there is shown a block diagram of a computer
system 10 arranged and configured to perform opera-
tions related to images. A CPU 12 is coupled to a device
such as, for example, a digital camera 14 via, for exam-
ple, a USB port. The digital camera 14 operates to down-
load images stored locally on the camera 14, to the CPU
12. The CPU 12 stores the downloaded images in a mem-
ory 16 as image files 18. The image files 18 can be ac-
cessed by the CPU 12 for display on a monitor 20, or for
print out on a printer 22.
[0014] Alternatively, the CPU can be implemented as
a microprocessor embedded in a device such as, for ex-
ample, the digital camera 14 or a robot. The CPU can
also be equipped with a real time operating system for
real time operations relating to images, for example, in
connection with a robotic operation or an interactive op-
eration with a user.
[0015] As shown in figure 2, each image file 18 com-
prises an n X m pixel array. Each pixel, p, is a picture
element corresponding to a discrete portion of the overall
image. All of the pixels together define the image repre-
sented by the image file 18. Each pixel comprises a digital
value corresponding to a set of color bands, for example,
red, green and blue color components (RGB) of the pic-
ture element. The present invention is applicable to any
multi-band image, where each band corresponds to a
piece of the electro-magnetic spectrum. The present in-
vention can also be utilized in connection with a grayscale
image (a single band). The pixel array includes m col-
umns of n rows each, starting with the pixel p (1,1) and
ending with the pixel p(n, m). When displaying or printing
an image, the CPU 12 retrieves the corresponding image
file 18 from the memory 16, and operates the monitor 20
or printer 22, as the case may be, as a function of the
digital values of the pixels in the image file 18, as is gen-
erally known.
[0016] In an image operation, the CPU 12 operates to
analyze the RGB values of the pixels of a stored image
file 18 to achieve various objectives, such as, for exam-
ple, identification of regions of consistent reflectance
within an image, to identify a single material of an object.
A fundamental observation underlying a basic discovery
of the present invention, is that an image comprises two
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components, material and illumination. All changes in an
image are caused by one or the other of these compo-
nents. What is visible to the human eye upon display on
the monitor 20 of a stored image file 18 by the CPU 12,
is the pixel color values caused by the interaction be-
tween specular and body reflection properties of material
objects in, for example, a scene photographed by the
digital camera 14 and illumination flux within an illumina-
tion field present at the time the photograph was taken.
The illumination flux comprises an ambient illuminant and
an incident illuminant. The incident illuminant is light that
causes a shadow and is found outside a shadow perim-
eter. The ambient illuminant is light present on both the
bright and dark sides of a shadow, but is more perceptible
within the dark region.
[0017] The computer system 10 can be operated to
differentiate between material aspects and illumination
flux through recognition of a spectral shift caused by an
interplay between the incident or direct illuminant and the
ambient illuminant in the illumination field. When one of
material and illumination is known in an image, the other
can be readily deduced. The spectrum for the incident
illuminant and the ambient illuminant can be different
from one another. Indeed, the spectrum of the ambient
illuminant may change throughout the scene due to in-
terreflection effects. In the absence of interreflection, a
spectral shift caused by a shadow, i.e., a decrease of the
intensity of the incident illuminant, will be invariant over
different materials present in a scene depicted in an im-
age.
[0018] According to a feature of the present invention,
a token analysis can be used to identify areas of consist-
ent reflectance within an image, to thereby identify a sin-
gle material of an object. A linear token is a nonhomo-
geneous token comprising a connected region of the im-
age wherein adjacent pixels of the region have differing
color measurement values that fall within a cylinder in
RGB space, from a dark end (in shadow) to a bright end
(lit end), along a positive slope. The cylinder configuration
is predicted by a bi-illuminant dichromatic reflection mod-
el (BIDR model), according to a feature of the present
invention, when the color change is due to an illumination
change forming a shadow (i.e. a decrease in the intensity
of the incident illuminant as the interplay between the
incident or direct illuminant and the ambient illuminant in
the illumination field) over a single material of a scene
depicted in the image. For purposes of describing, iden-
tifying and using linear tokens, the BIDR model can be
stated as: I(x, y, z, θ, φ, λ) = cb (λ) ld (λ) γb + Ma (λ) cb (λ),
where: I(x, y, z, θ, φ, λ) is the radiance of a surface point at
(x, y, z) in the direction 2, N for the wavelength 8, cb (λ)
is the geometry independent body reflectance of a sur-
face for the wavelength 8, ld (λ) is the incident illuminant
for the wavelength λ. γb is the product of a shadow factor
sx, y, z and a geometric factor mb (θi), and Ma (λ) is the
integral of the ambient illuminant and geometric body re-
flectance over a hemisphere, excluding the incident illu-
minant.

[0019] For a more detailed discussion of the BIDR
model reference is made to co-pending U.S. Application
Serial No. 11/341,751, filed January 27, 2006, entitled:
"Bi-illuminant Dichromatic Reflection Model For Image
Manipulation," which is hereby incorporated by refer-
ence.
[0020] Referring now to figure 3, there is shown a flow
chart for identifying linear tokens in an image. In step
100, the CPU 12 is given an image file 18, for processing.
The CPU 12 tests each pixel in the image for identification
of linear tokens. In step 102, for a current pixel, the CPU
12 tests a local area around the current pixel to determine
whether the current pixel and its neighboring pixels fall
within a linear segment or cylinder in RGB space (BIDR
cylinder), as predicted by the BIDR model. Figure 4
shows a graph in RGB color space for colors for a single
material, from a fully shaded color value to a fully lit color
value, as determined by execution of a simplified bi-illu-
minant dichromatic reflection model from γb = 0 (fully
shaded) to γb = 1 (fully lit), according to a feature of the
present invention. As shown in figure 4, the BIDR model
predicts that all of the measured colors of a particular
material in shadow, light and penumbra extend along a
line in RGB space (the cube shown in figure 4).
[0021] In practice, a camera or other sensor used to
record an image typically has noise, and no material in
an image is of a completely uniform color. Accordingly,
the appearance values of the surface fall within a cylinder
having a width determined by variation in material and
imaging sensor noise characteristics. The cylinder rep-
resenting body reflection, according to the incident and
ambient illuminants considered in the BIDR model of the
present invention, has a unique starting place for every
intrinsic color in the scene. The starting point is deter-
mined by the product of the ambient illumination and the
body color, and the slope of the cylinder in RGB space
is determined by the product of the incident illumination
and the body color.
[0022] Figures 5a & b are graphs in RGB color space
showing colors for a material, from a fully shaded color
value to a fully lit color value, with error bounds forming
a cylinder. In figure 5a, a cylinder is shown around the
RGB line predicted by the BIDR model, with the dimen-
sions of the cylinder diameter being a function of the noise
of the recording device used to record the image, and
variations.
[0023] Figure 5b, illustrates a cone shaped cylinder in
recognition that the same absolute. distance at the fully
shadowed end represents a greater actual color differ-
ence than the same absolute distance from the line at
the fully lit end of the line. This is due to the fact that the
magnitude of the color band intensities at the shadow
end are a greater percentage of the actual distance from
the line in the shadow end than at the lit end. For example,
consider a color at the shadow end of the cylinder of
(RGB) = (5, 6, 8) and a color at the lit end of (100, 120,
160). If the CPU 12 modifies the color value for each 10
units toward the color red from both color values, the
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result is a shadow color value of (15, 6, 8) and a lit color
of (110, 120,160). At the dark end, the color shifted from
a distinctly blue color to a distinctly red color, while at the
lit end the color remains blue. In order to compensate for
the difference, an adjustment is made to the cylinder to
be narrower at the shadow end and wider at the lit end
such that a same magnitude of color change will have a
correspondingly accurate absolute distance from the
line.
[0024] If the set of neighboring pixels define a cylinder
in RGB space, as shown in, for example, figure 5b, the
CPU 12 designates the set of pixels as a linear token
because, as predicted by the BIDR model, such a set of
pixel color values may be due to a change in the amount
of incident illuminant due to a cast shadow or a scene
geometry changing on a single material. However, such
a cylinder can be caused be caused by a transition from
one material to another under constant illumination. A
cylinder caused by a transition from one material to an-
other will be identified through execution of a number of
filtering steps, as will be described below. The CPU 12
repeats step 102 for each pixel in the image to identify a
set of linear tokens in the image.
[0025] Steps 104, 106, 107, 108, 109 are optional fil-
ters the CPU 12 can implement to verify that the set of
linear tokens identified in step 102, are indeed due to a
shadow across a single material. In step 104, the CPU
12 optionally filters out each identified linear token where
the change between two spatially adjacent pixels is great-
er than a selected percentage of the difference between
the brightest pixel and the darkest pixel in the linear token.
A shadow penumbra generally exhibits a gradual change
from darkest to brightest, so the percentage change be-
tween any two spatially adjacent pixels within the penum-
bra should be relatively small. In contrast, a transition
between two materials in a sharply focused image is often
very rapid, occurring in the space of 1, 2, or 3 pixels.
[0026] In step 106, the CPU 12 optionally filters out
linear tokens with a slope implying an unreasonable illu-
minant. The ambient illuminant can be measured by a
spectral ratio, S = D/(B-D), where D represents a dark
pixel and B a bright pixel of a pixel pair in the image. A
spectral ratio is a ratio based upon a difference in color
or intensities between two areas of a scene depicted in
an image, which may be caused by different materials,
an illumination change or both.
[0027] An automated, computerized method for deter-
mining a characteristic spectral or illuminant ratio due to
illumination flux, for an image, is disclosed in co-pending
Application Serial No. 11/341,742, filed January 27,
2006, entitled: "Method and System For Identifying Illu-
mination Flux In An Image,".
[0028] When stating the spectral ratio, S = D/(B-D), in
terms of the BIDR model, S = Ma (λ) cb (λ)/([cb (λ) ld (λ)
γb + Ma (λ) cb (λ)] - Ma (λ) cb (λ)), where λ represent the
set of color bands in the image. This equation reduces
to S = Ma (λ)/ ld (λ) γb. Inasmuch as γb is scalar, the
relative proportions of different color bands in the spectral

ratio, for example, RGB values, are constant. Thus, for
a given pair of direct and ambient illuminants in an image,
the normalized spectral ratio is constant for all bright and
dark pixel pairs that correspond to the same material
when D is assumed to have a γb = 0, and the bright pixel,
B, is receiving some incident illuminant. The spectral ratio
is therefore a representation of image properties and
characteristics that, according to the BIDR model, can
be utilized as a basis for manipulation of pixel values for
a color correct adjustment, for example, as a prediction
of color adjustments that fall within a color correct cylinder
as illustrated in figure 5b.
[0029] Empirical observations indicate that a most sat-
urated ambient illuminant will have a ratio of no greater
than, for example, 0.8. Any value greater than 0.8 indi-
cates that the color change in unlikely to be caused solely
by illumination, but caused by a strictly material change
or a combination of material and illumination change.
Thus, identified linear tokens with a ratio greater than,
for example, 0.8, will be filtered out of the identified linear
tokens. The saturation threshold can be adjusted, based
upon the accuracy of the measurements used to ascer-
tain the ratio.
[0030] In step 107, the CPU 12 optionally filters out
linear tokens that fail a "finger" test. Finger filtering in-
volves an analysis of pixel color values for pixels perpen-
dicular to the overall local image gradient measured by
the linear token to determine whether nearly constant
color values appear in either direction. Rather than sam-
pling the color at a point in a scene, a pixel instead meas-
ures the average color over some small area. Material
boundaries tend to be sharp, and at a sharp boundary
between two materials, a pixel will likely overlap some
portion of the two materials, and the color of the pixel will
depend on the proportion of the two materials. As the
analysis moves along a material boundary, adjacent pix-
els along the boundary will likely have different propor-
tions of the two materials and thus different colors. Figure
3b illustrates this property. In an illumination boundary,
when the analysis moves perpendicularly to the image
gradient captured by the linear token, colors usually re-
main nearly constant since illumination transitions are
typically more attenuated than material transitions.
[0031] Pursuant to a feature of the present invention,
the finger test comprises an analysis of each pixel along
the perimeter of a linear token. First the direction of the
major image gradient captured by the linear token is
measured. Then, for each perimeter pixel on the linear
token, the CPU 12 records the color of the pixel. There-
after, the CPU 12 examines pixels in a direction approx-
imately perpendicular to the measured image gradient,
allowing some variation, for example, 45 degrees in ei-
ther direction away from perpendicular. If any of the pixels
in the approximately perpendicular direction is approxi-
mately the same color as the subject perimeter pixel, the
CPU 12 moves the focus of the analysis to that pixel.
From the newly focused pixel, the analysis is continued,
and the steps are repeated until a preselected number
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of generally perpendicular pixels of the same color as
the original perimeter pixel are identified (to establish a
finger). The routine is repeated for each perimeter pixel
of the linear token. If all of the perimeter pixels have fin-
gers of the predetermined length, the linear token is ac-
cepted. In this regard, any fingers that are perfectly hor-
izontal, vertical, or diagonal may be due to a chance align-
ment between the sensor grid of pixels and a material
boundary. Thus a linear token with any perfectly horizon-
tal, vertical, or diagonal fingers may be rejected or given
a low confidence score.
[0032] Linear tokens occur in locations where either
the illumination or material is changing. When the change
is due to repeatedly varying illumination, such as on a
rippled surface or mottled illumination from shadows cast
by leaves, then the population of linear tokens on the
brighter end of a ripple will be similar to the linear tokens
on the darker end. Therefore, a linear token A that is in
the middle of a ripple will have similar populations of linear
tokens on its bright and dark ends. On the other hand, a
linear token that crosses a material boundary will not, in
general, have similar populations of linear tokens at ei-
ther end. Instead, one population would correspond to
one material, while the population at the other end of the
token would correspond to the second material. In step
108, the CPU 12 uses support filtering to use the material
difference to filter out linear tokens that cross material
boundaries.
[0033] To that end, consider a linear token A in an im-
age. The set of tokens that are close to one end of A in
the image but that do not cross the same area of the
image as A become population B. The set of tokens close
to the other end of A in the image but that do not cross
the same area as A become population C. The areas
defining populations B and C can be calculated using a
mask or using distance and orientation relative to an end
of the linear token A. It is also possible to use more than
one mask--since boundaries can be curved or may not
align perpendicularly to the linear token A--and then use
the output of all of the masks to make a filtering decision.
[0034] Thereafter, the CPU 12 operates to character-
ize and compare populations B and C. One method of
characterization is to use a mean shift algorithm or other
method known in the art, such as the RANSAC algorithm,
to identify the slope and intercept in RGB space that fits
the largest plurality of linear tokens in the population.
Once characterized, if populations B and C have similar
slopes and intercepts as each other and have similar
slopes and intercepts to linear token A, then linear token
A is said to have supporting regions to either side. Linear
tokens without supporting regions to either side may be
filtered out as potential material boundaries.
[0035] In step 109, linear tokens may be optionally fil-
tered by the location of the sharpest edge within the linear
token. The difference in RGB space between all adjacent
pixels within a linear token is measured. If this largest
difference occurs near the middle of the linear token, the
linear token is said to be centered, and it passes the

filtering. Filtering for centered tokens makes support fil-
tering more effective.
[0036] Upon completion of the filtering operations of
steps 102, 104, 106, 107, 108, 109, the CPU 12 outputs
a set or group of linear tokens for the image (step 110).
[0037] Figure 6 shows a flow chart for using token
groups to identify regions of consistent reflectance. In
step 200, the CPU 12 is given an image area from an
image file 18. In step 202, the CPU 12 calculates a token
list and token graph. The token list generation can include
identification of uniform tokens, as taught in the co-pend-
ing U.S. Application Serial No. 11/341,742, filed on Jan-
uary 27, 2006, entitled: "Method and System For Identi-
fying Illumination Flux In An Image," in addition to linear
tokens, identified through execution of the routine of fig-
ure 3a, as discussed above. A token graph is a graph
showing neighbor relationships among tokens identified
by the CPU 12, for example, all tokens within 20 pixels
of a subject token. The graph can be used to identify
similar tokens that are neighbors of a subject token, since
groups of tokens can extend along the length of a shadow
or across an undulating surface. A method for generating
a token graph is disclosed in the co-pending U.S. Appli-
cation Serial No. 11/341,742.
[0038] Upon completion of step 202, the CPU 12 ex-
amines all pairs of neighbors in the token graph to eval-
uate whether the change between the neighboring to-
kens is caused by an illumination change (step 204). The
examination comprises a set of tests.
In a first test, the CPU 12 determines whether one token
neighbor is darker than the other in all color bands.
[0039] In a second test, the CPU 12 determines wheth-
er a line connecting the brighter token color to the darker
token color comes close to the origin of the color space
depicting the token colors. The CPU 12 evaluates the
closeness relationship by calculating the angle between
a line connecting the origin with the darker token color
value and the line connecting the two token color values.
If the angle is greater than a threshold, for example, 10
degrees, the change between the two tokens is deemed
to be a material change. This test is similar to the spectral
ratio saturation filter discussed above.
[0040] In a third test, the CPU 12 determines whether
the reflectance ratio, Ri = (Ai Bi) / (Ai + Bi), along pairs of
border pixels between two regions have little variance,
and is close to 0 (within noise tolerances).
[0041] Upon completion of step 204, the CPU 12
searches the token list for groups of tokens (step 208)
where neighboring tokens are linked by possible illumi-
nation changes, as determined in step 204, and the color
values of the tokens define a cylinder in RGB space (a
BIDR cylinder). The groups of tokens can be organized
according to the neighbor relationships indicated in the
token graph. In parallel, the CPU can calculate a set of
local characteristic spectral ratios for the image (step
206). Inasmuch as an illumination boundary is caused
by the interplay between the incident illuminant and the
ambient illuminant, as discussed above, spectral ratios
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throughout the image that are associated with illumina-
tion change, should be consistently and approximately
equal, regardless of the color of the bright side or the
material characteristics of the boundary. Thus, if a spec-
tral ratio in our analysis of token groups is approximately
equal to characteristic spectral ratio for the scene, that
is an indication that the changing color values between
the tokens are in fact caused by illumination.
[0042] As taught in the co-pending U.S. Application Se-
rial No. 11/341,742 filed on January 27, 2006, entitled:
"Method and System For Identifying Illumination Flux In
An Image," in order to improve the accuracy and correct-
ness of the characteristic ratio for an image, the spectral
ratio information for illumination boundaries is deter-
mined on a local level, that is, an illuminant ratio is de-
termined for each of several preselected local areas of
a scene depicted in an image. An analysis of a boundary
is then executed utilizing the spectral ratio for the specific
location of the boundary within the image. The determi-
nation of locally relevant spectral ratios accommodates
complexities that may be encountered in a real world
image, for example, the interplay of several different
sources of light in a room, inter-reflections; and so on.
According to the teachings of the co-pending application,
a local spectral ratio is automatically determined by the
computer system 10, by a dynamic sampling of local ar-
eas of the image, to identify spatio-spectral features of
an image, that is, features that comprise conditions that
are indicative of illumination flux.
[0043] As noted above, the spectral ratio is S = D/(B-
D). In step 210, the CPU 12 can calculate a spectral ratio
for the pixels of each of the identified token groups. A
token group comprises a collection of spatially adjacent
tokens which all lie on an RGB cylinder. The Bright and
Dark colors for the ratio are the colors of the brightest
and darkest token in the token group. If the spectral ratio
for the token group is significantly different from the char-
acteristic spectral ratio for the location of the tokens, then
the RGB cylinder represented by the token group may
not correspond solely to an illumination change, so the
group may be rejected.
[0044] In step 212, the CPU 12 optionally clusters and
merges similar token groups. For the purpose of cluster-
ing, the CPU defines the distance between two tokens
as d = Euclidean distance between the slopes of two
BIDR cylinders + 0.5∗(distance from cylinder 1 Bright end
pixel to cylinder 2 axis + distance from cylinder 1 Dark
end pixel to cylinder 2 axis + distance from cylinder 2
Bright end pixel to cylinder 1 axis + distance from cylinder
2 Dark end pixel to cylinder 1 axis) + 0.5 ∗ (|cylinder 1
bright location - cylinder 2 bright location| + |cylinder 1
dark location + cylinder 2 dark location|). The CPU then
executes one of any clustering algorithms well-known in
the art such as leader-follower (online) clustering or hi-
erarchical agglomerative clustering or a combination of
any such methods. The goal of the clustering is to group
very similar tokens together, so the maximum allowable
distance between any two tokens within a cluster is set

at a small threshold.
[0045] The results of the clustering are sets or classes
of token groups organized such that there is a high de-
gree of similarity between all tokens within each class
and that the token groups each represent a single mate-
rial under varying illumination. All tokens found in a spe-
cific group as a result of the clustering should represent
the same color transition, for example ambient light to
50% incident illumination on a green surface.
[0046] In step 214, for each token group determined
via the clustering of step 212, the CPU 12 assumes that
the tokens represent illumination change in an image for
a single material, as predicted by the BIDR model. The
CPU 12 estimates the incident or direct illuminant, or as-
sumes the direct illuminant to be white. An estimate of
the incident illuminant can be obtained through a white
balance algorithm, as typically built into present day,
commercially available cameras. Assuming a white inci-
dent illuminant, the spectrum will be uniform (1, 1, 1).
The CPU 12 can then calculate the material color for the
object indicated by the pixels within a group of tokens.
[0047] Material color, illuminant and pixel image values
are related as follows: Image value = material color ∗

illuminant. Thus pixels in a token group (the token group
being a representation of a shadow across a single ma-
terial, according to the BIDR model of the present inven-
tion), provide a basis for correct color determination of a
region of consistent reflectance, as exhibited by a single
material in the image. An output (step 216) by the CPU
12 is an indication of a material field identified through
an analysis of the identified token groups.
[0048] Figure 7 is a flow chart for using linear tokens
and BIDR cylinders to identify regions of consistent re-
flectance of an image, according to a feature of the
present invention. In step 218, the CPU 12 is given an
image area. In step 220, linear tokens are identified as
in steps 100 through 110 (including any of the optional
filtering steps 104 through 109) of figure 3. With local
estimates of the spectral ratio from step 222, the linear
tokens optionally can be filtered further in step 224.
[0049] In step 226, similar linear tokens are grouped
together. For the purpose of clustering, the CPU defines
the distance between two linear tokens as d = Euclidean
distance between the slopes of two BIDR cylinders +
0.5∗(distance from cylinder 1 Bright end pixel to cylinder
2 axis + distance from cylinder 1 Dark end pixel to cylinder
2 axis + distance from cylinder 2 Bright end pixel to cyl-
inder 1 axis + distance from cylinder 2 Dark end pixel to
cylinder 1 axis) + 0.5 ∗ (|cylinder 1 bright location - cylinder
2 bright location| + |cylinder 1 dark location + cylinder 2
dark location|). The CPU then executes one of any clus-
tering algorithms well-known in the art such as leader-
follower (online) clustering or hierarchical agglomerative
clustering or a combination of any such methods. The
goal of the clustering is to group very similar linear tokens
together, so the maximum allowable distance between
any two linear tokens within a cluster is set at a small
threshold.
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[0050] The results of the clustering are sets or classes
of linear tokens organized such that there is a high degree
of similarity between all linear tokens within each class.
All linear tokens found in a specific group as a result of
the clustering should represent the same color transition,
for example ambient light to 50% incident illumination on
a green surface.
[0051] In step 228, each group of linear tokens is ex-
amined, and the CPU 12 calculates a BIDR cylinder in
RGB space that encloses all of the linear tokens in the
group. For each group, the linear tokens are used as
seed pixels for standard region growing in step 230. Re-
gion growing is a technique well known in the art. Regions
are grown from the seed pixels with the membership cri-
terion being that additional pixels must lie within the cal-
culated BIDR cylinders.
[0052] Next the CPU 12 groups overlapping regions
(step 231). If regions have significant overlap, they are
likely manifestations of the same material. One linear to-
ken group could describe, for instance, the transition from
shadowed green with a green ambient light from inter-
reflection to incident-lit green, while another linear token
group could describe, for instance, the transition from
shadowed green with a blue skylight ambient to incident-
lit green. The two regions would describe different illumi-
nation transitions on the green material, and they would
overlap in the incident lit region. A sufficient overlap for
grouping regions can be defined as one region that has,
for example, at least 10% of its pixels also in another
region.
[0053] In step 232, for each group of regions, it is as-
sumed that all variation is due to illumination; that is, the
group of regions is all on one material. Each individual
region describes some portion of a transition from some
ambient color to incident illumination on that material,
and a group of overlapping regions provides a detection
of a single material under varying illumination conditions
with possibly multiple ambient illuminants with different
spectra. For each group of regions, the material color
can be estimated as the brightest color in the region or
as, for example, the color of the pixel with the 95th per-
centile brightness value. Then, by the simple relationship
image color = material color * illumination color, the illu-
mination color across the group of regions can be deter-
mined. This results in an illumination field and material
field, (step 234).
[0054] Figure 8 is a flow chart for using Nth order to-
kens to identify shadowed and lit regions of an image,
according to a feature of the present invention. In step
300, the CPU 12 is given a uniform token list for an area
of an image file 18. A uniform token is a connected region
of an image with approximately constant pixel values (for
example, within a range determined by the expected
noise margin of the recording equipment) throughout the
region. The CPU 12 can identify uniform tokens by testing
a seed, for example an array of pixels, for consistent pixel
value among pixels within the seed, and grow the seed
if the seed passes the consistent value test. A more de-

tailed description of uniform token identification is dis-
closed in the co-pending U.S. Application Serial No.
11/341,742, filed January 27, 2006, entitled: "Method and
System For Identifying Illumination Flux In An Image."
[0055] In step 302, a local characteristic spectral ratio
is identified by the CPU 12. In step 304, the CPU 12
identifies all neighboring pairs of uniform tokens that
match the characteristic spectral ratio. That is, the CPU
12 determines if a pair of pixels, one from each token of
the pair, form a spectral ratio, S = D/(B-D) equal to the
characteristic spectral ratio. Any such pair of tokens rep-
resents a token in shadow and a lit token, and each such
pair comprises a 2nd order token.. In step 306, the CPU
12 creates training sets from the pixels of matching pairs
of uniform tokens. The pixels from a token in shadow are
labeled (-1) and the pixels from the lit token are labeled
(1). Nth order tokens, such as, for example, two 2nd order
tokens that match one another in a shadow/lit relation-
ship, can be used as a pair.
[0056] In step 308, the CPU 12 generates a vector for
each pixel of the shadow/lit pair of tokens in a 2nd order
token. The vector comprises a pixel location, pixel color,
and label (-1 or 1). Each vector has six elements: pixel
location (x, y), pixel color (r, g, b), and label (-1 or 1). Step
310 can be implemented by any well known function fit-
ting or machine learning algorithm, such as neural net-
works, support vector machines, or k-nearest-neighbors.
The learning algorithm creates a function to output a -1
or 1 depending on the input of x, y, r, g, and b. Thus, for
any pixel in the image, these values can be input to the
function and a resulting classification will be output. In
step 312, the CPU uses the function to classify all the
pixels of the image as either shadow or lit, to output a
shadow mask (step 314).
[0057] Figure 9 is a flow chart for using ratio labeling
to identify and correct shadowed areas of an image, ac-
cording to a feature of the present invention. In step 316,
the CPU 12 is given an image file 18, and a characteristic
spectral ratio for the image file 18. In step 318, the CPU
12 identifies all pixels of the image that could be in a
shadow. The identification can be implemented by a test
of each individual pixel, one at a time, by the CPU 12 to
determine whether the subject pixel is dark enough to be
in a shadow, for example, at an intensity level lower than
50% of the intensity range of the image. In step 320, for
each pixel determined to be dark enough to possibly be
in a shadow within the image, the CPU 12 searches a
neighboring area of the image, for example, a 30 X 30
square of pixels around a subject pixel, for any brighter
pixel having a spectral ratio with the subject dark pixel,
that matches or closely matches the given characteristic
spectral ratio for the image area. If there are more than
one brighter pixel matches, the CPU 12 can order the set
of brighter pixels by the amount of error relative to the
characteristic spectral ratio, and by the brightness of the
brighter pixels. A best match (closest to the characteristic
spectral ratio and brightest pixel) or weighted average of
the ordered brighter pixels can be used, together with
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the corresponding dark pixel, as a ratio label pair.
[0058] In step 322, the CPU 12 marks each dark pixel
of each ratio label pair as a shadow pixel, and outputs a
shadow mask comprising all of the shadow pixels of the
image (step 324). Alternatively, in step 326, the CPU 12
can operate to modify each pixel designated as a shadow
pixel by changing the color and intensity of the dark pixel
to that of the bright pixel in the corresponding ratio label
pair. In step 328, the CPU 12 outputs a shadow-free im-
age.
[0059] Figure 10 is a flow chart for identifying illumina-
tion gradients in an image, according to a feature of the
present invention. An illumination gradient is a relatively
small area of an image where a direct or incident illumi-
nant is changing measurably. Examples of areas of an
image where illumination gradients exist are the penum-
bra of a shadow and the curved surface of a cylinder. In
step 400, the CPU is given an image file 18, and a set of
linear tokens for the image. The linear tokens of the given
set can be identified by the CPU 12 through execution
of the routine of figure 3. In step 402, for each linear token
in the linear token list, the CPU 12 grows the linear token
by examining pixels adjacent the linear token for similarity
to pixels along the RGB cylinder, as in standard region
growing.
[0060] In step 404, the CPU 12 estimates the Bright
and Dark ends of the grown cylinder. Most linear tokens
determined by the CPU 12 do not connect a fully lit pixel
to a fully dark pixel. As a linear token is grown, in step
402, the extent of the pixels in the region along the line
defined by the linear token tends to grow toward lighter
and darker ends. By taking the brightest and darkest end
pixels of a grown linear token, that tends to overestimate
the true length of the cylinder. Thus, the estimate can
comprise, for example, the pixel in the grown region with
the 90th percentile brightness value as the Bright end
pixel and with the 10th percentile brightness as the Dark
end pixel.
[0061] Using the Bright and Dark ends as reference
points, the CPU selects a portion of the RGB cylinder as
a penumbra (step 406). A penumbra is a partial shadow
between regions of complete shadow (solely ambient il-
lumination) and full illumination by the incident illuminant.
The penumbra is the transitional region between full illu-
mination and ambient illumination. An estimate can be
made of the penumbra by setting the length of the grown
cylinder as a number in the range [0, 1] and selecting the
portion [0.3, 0.7] as the penumbra portion.
[0062] In step 408, starting with a pixel within the mid-
dle of the selected penumbra of the grown cylinder, the
CPU 12 finds all pixels within a connected region that fall
within the penumbra. In step 410, the CPU 12 marks all
pixels found in the connected area. It is expected in the
grown cylinder that the penumbra portion within a grown
region can be separated by dark or lit regions. The orig-
inal seed pixel for finding a connected region within the
penumbra is selected from within the original linear token
(the middle of the selected penumbra), before being

grown. If there are disconnected areas due to separation
by dark or lit areas, another linear token tested via steps
402-410 may mark the omitted pixels. In step 412, the
CPU 12 labels all pixels with two or more marks, based
upon processing of all linear tokens, as an illumination
gradient, and outputs information on illumination edges
indicated by the illumination gradients (step 414).
[0063] Figure 11 is a flow chart for identifying material
edges in an image using illumination gradients, according
to a feature of the present invention. Once illumination
gradients are identified by the CPU 12 through execution
of the routine of figure 10, the illumination gradients can
be used to identify material edges. As noted above, ac-
cording to a significant observation of the present inven-
tion, an image comprises two components, material and
illumination. All changes in an image are caused by one
or the other of these components. When one of these is
known, the other can be determined. The routine of figure
11 utilizes this principle to identify material edges within
an image. In step 416, the CPU is given an input image
such as an image file 18. In parallel, the CPU 12, in steps
418 and 420 respectively, runs a standard edge detector
to identify all edges in the image, and runs the routine of
figure 11 to identify illumination gradients corresponding
to edges of the image due to illumination changes.
[0064] In step 422, the illumination gradient informa-
tion is used as a filter by the CPU 12 to mask out those
edges determined by the standard edge detector that are
due to illumination changes, by comparing each edge to
the illumination gradient information. The result is an out-
put of material edge information (step 424).
[0065] In the preceding specification, the invention has
been described with reference to specific exemplary em-
bodiments and examples thereof. It will, however, be ev-
ident that various modifications and changes may be
made thereto without departing from the scope of the
invention as set forth in the claims that follow. The spec-
ification and drawings are accordingly to be regarded in
an illustrative manner rather than a restrictive sense.

Claims

1. An automated computerized method for identifying
linear tokens in an image,
a linear token being a connected region in the image
wherein adjacent pixels of the region have differing
color measurement values that fall within a cylinder
in an RGB color space with a positive slope from a
dark end to a bright end for each color channel of
the image, such a cylinder being predicted by a bi-
illuminant dichromatic reflection (BIDR) model, this
model taking into account an ambient illuminant in
addition to a direct illuminant, the method comprising
the steps:

• providing an image file representing the image
in a computer memory;
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• testing, for each pixel, a local area around the
pixel to determine whether the color values of
the pixel and of its neighboring pixels fall within
a cylinder in the RGB color space with a positive
slope from a dark end to a
bright end for each color channel of the image,
such a cylinder being predicted by a bi-illuminant
dichromatic reflection (BIDR) model; and if this
is the case
• designating the pixel and its neighboring pixels
as a linear token,
characterised in that a linear token determined
according to the above steps is filtered out, if the
change between two spatially adjacent pixels
within the linear token is greater than a selected
percentage of the difference between the bright-
est pixel and the darkest pixel within the linear
token.

2. The method of claim 1, wherein a linear token as
determined according to claim 1 is filtered out, if a
spectral ratio S, defined as S=D/(B-D), where D is a
color value of a dark pixel and B is a color value of
a bright pixel in the linear token, is above a prede-
termined threshold.

3. The method of one of the previous claims, wherein,
as a filtering step, for each perimeter pixel of a linear
token as determined according to claim 1, pixels in
a direction within a predefined angular interval about
the direction perpendicular to the image gradient as
captured by the linear token have their color com-
pared with the perimeter pixel and if a pixel of the
same color as the perimeter pixel is found, the anal-
ysis is repeated with further pixels searched from
that pixel within a predefined angular interval about
the direction perpendicular to the image gradient as
captured by the linear token, until up to a preselected
number of pixels have been identified, and if for all
perimeter pixels of the linear token the sequence of
pixels identified comprises the preselected number
of pixels, the linear token passes the filtering step.

4. The method of claim 3, where the linear token does
not pass the filtering step or is assigned a low con-
fidence score if any of the sequences of pixels iden-
tified is aligned along the pixel grid or diagonally to
the pixel grid.

5. The method of one of the previous claims, wherein
a given linear token as determined according to claim
1 is considered to pass a filtering step, if populations
of linear tokens close to either end of the given linear
token in the image have similar slopes and intercepts
as each other and as the given linear token.

6. The method of one of the previous claims, wherein
a linear token as determined according to claim 1 is

considered to pass a filtering step, if the largest dif-
ference in the RGB color space between adjacent
pixels occurs near the middle of the linear token.

7. A computer system configured to perform the meth-
od according to one of the claims 1 to 6.

8. A computer readable medium on which are stored
computer executable process steps operable to con-
trol a computer to perform the method according to
one of the claims 1 to 6.

Patentansprüche

1. Automatisiertes computerisiertes Verfahren zum
Identifizieren von linearen Token in einem Bild, wo-
bei ein linearer Token eine verbundene Region in
dem Bild ist, wobei benachbarte Pixel der Region
unterschiedliche Farbmesswerte aufweisen, die in
einen Zylinder in einem RGB-Farbraum mit einer po-
sitiven Steigung von einem dunklen Ende zu einem
hellen Ende für jeden Farbkanal des Bildes fallen,
wobei ein derartiger Zylinder durch ein dichromati-
sches Doppelleuchtmittelreflektions-(BIDR-)Modell
vorhergesagt wird, wobei dieses Modell ein Umge-
bungsleuchtmittel zusätzlich zu einem direkten
Leuchtmittel berücksichtigt, wobei das Verfahren die
folgenden Schritte umfasst:

• Bereitstellen einer Bilddatei, die das Bild dar-
stellt, in einem Computerspeicher;
• Testen, für jedes Pixel, eines lokalen Bereichs
um das Pixel herum, um zu bestimmen, ob die
Farbwerte des Pixels und seiner benachbarten
Pixel in einen Zylinder in dem RGB-Farbraum
mit einer positiven Steigung von einem dunklen
Ende zu einem hellen Ende für jeden Farbkanal
des Bildes fallen, wobei ein derartiger Zylinder
durch ein dichromatisches Doppelleuchtmittel-
reflektions-(BIDR-)Modell vorhergesagt wird;
und falls dies der Fall ist:
• Benennen des Pixels und seiner benachbarten
Pixel als einen linearen Token,

dadurch gekennzeichnet, dass ein gemäß den
vorstehenden Schritten bestimmter linearer Token
herausgefiltert wird, wenn die Änderung zwischen
zwei räumlich benachbarten Pixeln innerhalb des li-
nearen Tokens größer als ein ausgewählter Prozent-
satz des Unterschiedes zwischen dem hellsten Pixel
und dem dunkelsten Pixel innerhalb des linearen To-
kens ist.

2. Verfahren nach Anspruch 1, wobei ein linearer To-
ken wie nach Anspruch 1 bestimmt herausgefiltert
wird, wenn ein Spektralverhältnis S, definiert als
S=D/(B-D), wobei D ein Farbwert eines dunklen Pi-
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xels und B ein Farbwert eines hellen Pixels in dem
linearen Token ist, über einem zuvor festgelegten
Schwellenwert liegt.

3. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei, als ein Filterschritt, für jedes Umfangspi-
xel eines linearen Tokens wie nach Anspruch 1 de-
finiert, die Farbe von Pixeln in einer Richtung inner-
halb eines vordefinierten Winkelintervalls um die
Richtung senkrecht zu dem Bildgradienten wie durch
den linearen Token erfasst mit dem Umfangspixel
verglichen werden und wenn ein Pixel der gleichen
Farbe wie das Umfangspixel gefunden wird, die Ana-
lyse mit weiteren von diesem Pixel gesuchten Pixeln
innerhalb eines vordefinierten Winkelintervalls um
die Richtung senkrecht zu dem Bildgradienten wie
durch den linearen Token erfasst wiederholt wird,
bis eine vorausgewählte Anzahl an Pixeln identifi-
ziert worden ist, und wenn für alle Umfangspixel des
linearen Tokens die Sequenz an identifizierten Pi-
xeln die vorausgewählte Anzahl an Pixeln umfasst,
der lineare Token den Filterschritt durchläuft.

4. Verfahren nach Anspruch 3, wobei der lineare Token
den Filterschritt nicht durchläuft oder ihm ein niedri-
ges Konfidenzmaß zugewiesen wird, wenn beliebige
der Sequenzen an identifizierten Pixeln entlang des
Pixelgitters oder diagonal zu dem Pixelgitter ausge-
richtet sind.

5. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei ein gegebener linearer Token wie nach
Anspruch 1 bestimmt als einen Filterschritt durch-
laufend angesehen wird, wenn Populationen an li-
nearen Token nahe einem Ende des gegebenen li-
nearen Tokens in dem Bild ähnliche Steigungen und
Schnittkanten wie untereinander und wie der gege-
bene lineare Token aufweisen.

6. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei ein linearer Token wie nach Anspruch 1
bestimmt als einen Filterschritt durchlaufend ange-
sehen wird, wenn der größte Unterschied in dem
RGB-Farbraum zwischen benachbarten Pixeln na-
he der Mitte des linearen Tokens auftritt.

7. Computersystem, das konfiguriert ist, um das Ver-
fahren nach einem der Ansprüche 1 bis 6 durchzu-
führen.

8. Computerlesbares Medium, auf dem computeraus-
führbare Prozessschritte gespeichert sind, das be-
dienbar ist, um einen Computer zu steuern, um das
Verfahren nach einem der Ansprüche 1 bis 6 durch-
zuführen.

Revendications

1. Procédé informatisé et automatisé d’identification de
jetons linéaires dans une image, un jeton linéaire
étant une région connectée dans l’image, dans le-
quel des pixels adjacents de la région ont des valeurs
de mesure de couleur différentes qui s’inscrivent
dans un cylindre dans un espace de couleur RVB
avec une pente positive d’une extrémité sombre à
une extrémité claire pour chaque canal de couleur
de l’image, tel qu’un cylindre prédit par un modèle
de réflexion dichromatique bi-illuminante (BIDR), ce
modèle prenant en compte un illuminant ambiant en
plus d’un illuminant direct, le procédé comprenant
les étapes :

• la fourniture d’un fichier image représentant
l’image dans une mémoire d’ordinateur ;
• l’évaluation, pour chaque pixel, d’une zone lo-
cale autour du pixel pour déterminer si les va-
leurs de couleur du pixel et de ses pixels voisins
s’inscrivent dans un cylindre de l’espace de cou-
leur RVB avec une pente positive d’une extré-
mité sombre à une extrémité claire pour chaque
canal de couleur de l’image, tel qu’un cylindre
prédit par un modèle de réflexion dichromatique
bi-illuminant (BIDR) ; et si c’est le cas
• la désignation du pixel et de ses pixels voisins
en tant que jeton linéaire,

caractérisé en ce qu’un jeton linéaire déterminé se-
lon les étapes ci-dessus est éliminé par filtrage, si le
changement entre deux pixels spatialement adja-
cents au sein du jeton linéaire est supérieur à un
pourcentage sélectionné de la différence entre le
pixel le plus clair et le pixel le plus sombre au sein
du jeton linéaire.

2. Procédé selon la revendication 1, dans lequel un je-
ton linéaire tel que déterminé selon la revendication
1 est éliminé par filtrage, si un rapport spectral S,
défini en tant que S = D/(B-D), où D est une valeur
de couleur d’un pixel sombre et B est une valeur de
couleur d’un pixel clair dans le jeton linéaire, est au-
dessus d’un seuil prédéterminé.

3. Procédé selon l’une des revendications précéden-
tes, dans lequel, en tant qu’étape de filtrage, pour
chaque pixel périmétrique d’un jeton linéaire tel que
déterminé selon la revendication 1, des pixels dans
une direction au sein d’un intervalle angulaire pré-
déterminé autour de la direction perpendiculaire au
gradient d’image tel que capturé par le jeton linéaire
ont leur couleur en comparaison au pixel périmétri-
que et si un pixel de la même couleur que le pixel
périmétrique est trouvé, l’analyse est répétée pour
des pixels supplémentaires recherchés à partir de
ce pixel au sein d’un intervalle angulaire prédéfini
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autour de la direction perpendiculaire au gradient
d’image tel que capturé par le jeton linéaire, jusqu’à
ce qu’un nombre présélectionné de pixels ait été
identifié, et si pour tous les pixels périmétriques du
jeton linéaire, la séquence de pixels identifiée com-
prend le nombre présélectionné de pixels, le jeton
linéaire réussit l’étape de filtrage.

4. Procédé selon la revendication 3, où le jeton linéaire
ne réussit pas l’étape de filtrage ou se voit attribuer
un résultat de confiance faible si l’une quelconque
des séquences de pixels identifiées est alignée le
long de la grille de pixels ou en diagonale de la grille
de pixels.

5. Procédé selon l’une des revendications précéden-
tes, dans lequel un jeton linéaire donné tel que dé-
terminé selon la revendication 1 est considéré com-
me ayant réussi une étape de filtrage si des popu-
lations de jetons linéaires proches de l’une ou l’autre
extrémité du jeton linéaire donné dans l’image ont
des pentes ou des points de rencontre similaires les
uns les autres et comme le jeton linéaire donné.

6. Procédé selon l’une des revendications précéden-
tes, dans lequel un jeton linéaire tel que déterminé
selon la revendication 1 est considéré comme ayant
réussi une étape de filtrage, si la différence la plus
grande dans l’espace de couleur RVB entre des
pixels adjacents se produit près du milieu du jeton
linéaire.

7. Système d’ordinateur configuré pour réaliser le pro-
cédé selon l’une des revendications 1 à 6.

8. Support lisible par ordinateur sur lequel sont stoc-
kées des étapes de procédé exécutables par ordi-
nateur opérationnelles pour commander un ordina-
teur afin de réaliser le procédé selon l’une des re-
vendications 1 à 6.
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