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Description
BACKGROUND OF THE INVENTION

[0001] Many significant and commercially important
uses of modern computer technology relate to images.
These include image processing, image analysis and
computer vision applications. A challenge in the utiliza-
tion of computers to accurately and correctly perform op-
erations relating to images is the development of algo-
rithms that truly reflect and represent physical phenom-
enaoccurring in the visual world. For example, the ability
of a computer to correctly and accurately distinguish be-
tween a shadow and a material object within an image
has been a persistent challenge to scientists. According-
ly, there is a persistent need for the development of ac-
curate and correct techniques that can be utilized in the
operation of computers relating to images.

[0002] The article "Sensor Fusion of Range and Re-
flectance Data for Qutdoor Scene Analysis" by In So
Kweon et al., 1985,
http://repository.cmu.edu/robotics/439" discusses a
method for scene analysis in a road environment. By a
scanning laser range finder, range and reflectance data
are obtained. Color data is obtained by a color TV cam-
era.

[0003] Published US patent application US
2006/0177137 A1 discusses the differentiation of illumi-
nation and reflectance boundaries in an image. The
method is based on the identification of common shifts
in brightness across a boundary in at least two wave-
length bands of the image. The shifts can be expressed
as ratios of color values across the boundary.

[0004] The article "Range information propagation
transform" by Xueyin Lin et al., Journal of Computer Sci-
ence and technology, vol. 13, no. 5, September 1998,
pages 438 to 447, relates to a method for identifying an
object and its pose in space. The method uses a gray
level image and sparse range information.

[0005] The article "Color lines: image specific color
representation” by Omer | et al., Proceedings CVPR’04
vol. 2, 27 June 2004, pages 946 to 953 discusses color
representation for animage based onthe concept of color
lines, which are elongated clusters in an RGB histogram.

SUMMARY OF THE INVENTION

[0006] The present invention provides a method and
system comprising the use of image depth information,
such as is available, for example, from stereo imagery,
to improve techniques that accurately and correctly re-
flect and represent physical phenomena occurring in the
visual world. The invention is defined by the appended
claims and its embodiments are described in the descrip-
tion of the invention. In a first embodiment of the present
invention, an automated, computerized method is pro-
vided for distinguishing between illumination boundaries
and material boundaries in an image of a scene, as spec-
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[0007] In a second embodiment of the present inven-
tion, acomputer system comprises a CPU and a memory
storing image files for a scene. Pursuant to a feature of
the present invention, the computer system is arranged
and configured to execute a routine implementing the
method of claim 1.

The automated, computerized method can be performed
by a digital computer, analog computer, optical sensor,
state machine, sequencer or any device or apparatus
that can be designed or programed to carry out the steps
of the methods of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS
[0008]

FIG. 1 is a block diagram of a computer system ar-
ranged and configured to perform operations related
to images, including the recording of stereo images.

FIG. 2 shows an n*m pixel array image file for an
image of a left/right stereo pair of images, as stored
in the computer system of FIG. 1.

FIG. 3a is a flow chart for identifying token regions
in the image file of FIG. 2, according to a feature of
the present invention.

FIG. 3b is a flow chart for identifying X-junctions in
animage, using the tokens identified in the flow chart
of FIG. 3a, according to a feature of the present in-
vention.

FIG. 3¢ shows an image having an X-junction.

FIG. 4 is a flow chart for improving X-junction tests
using a disparity map, according to a feature of the
present invention.

FIG. 5 is a flow chart for identifying a local spectral
ratio using an X-junction of the type depicted in FIG.
3¢, according to a feature of the present invention.

FIG. 6 is a flow chart for identifying material and il-
lumination using ratio matching, according to a fea-
ture of the present invention.

FIG. 7a is a flow chart for improving Nth order token
generation using a disparity map.

FIG. 7b is a flow chart of a method for creating an
Nth order token.

FIG. 7cis a flow chart for identifying a local spectral
ratio using Nth order tokens created using the meth-
od of FIG. 7b.
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FIG. 8a is a flow chart for improving linear mega-
token generation using a disparity map.

FIG. 8b is a flow chart for building a token region
graph from the token regions identified in FIG. 3a.

FIG. 9ais a flow chart for improving illumination map
madification using a disparity map.

FI1G. 9b is a flow chart for identifying illumination and
reflectance in an image.

DETAILED DESCRIPTION OF THE PREFERRED EM-
BODIMENTS

[0009] Referring now to the drawings, and initially to
FIG. 1, there is shown a block diagram of a computer
system 10 arranged and configured to perform opera-
tions related to images. ACPU 12 is coupled to a device
such as, for example, a pair of digital cameras 14 via, for
example, a USB port. The digital cameras 14 operate
together to record image depth information via a left/right
pair of images of a common scene. In this manner, the
cameras 14 provide a stereo image of the scene sensed
by the cameras 14.

[0010] In other embodiments of the present invention,
three or more cameras can be used. The cameras 14
can be calibrated by taking simultaneous pictures of the
common scene, including a calibration target (for exam-
ple, a grid of lines) arranged in the scene. Such a cali-
bration picture enables an operator to rectify the images
to remove the effects of geometry and distortion, such
that the resulting left/right images differ only in the hori-
zontal offsets of individual objects in the scene. Depth
information for an image can also be obtained by using
a moving video camera or an active range finder plus a
calibrated camera. When utilizing a moving video cam-
era, several images of a scene are taken from various
points of view, and these images are then used as the
left/right pair of images of a common scene obtained via
the pair of cameras 14.

[0011] In the example of FIG. 1, the stereo left/right
pair of images is downloaded to the CPU 12. The CPU
12 stores the downloaded images in a memory 16 as
image files 18. The image files 18 can be accessed by
the CPU 12 for display, for example, and overlapped to
show a three dimensional depiction of the scene, on a
monitor 20, or for print out on a printer 22.

As shownin FIG. 2, each image file 18 comprises an n*m
pixel array and corresponds to one of a left/right pair of
images of a scene recorded by the cameras 14. Each
pixel, p, is a picture element corresponding to a discrete
portion of the overall image. All of the pixels together
define the image represented by the image file 18. Each
pixel comprises a digital value corresponding to a set of
color bands, for example, red, green and blue color com-
ponents (RGB) of the picture element. The present in-
vention is applicable to any multi-band image, where
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each band corresponds to a piece of the electromagnetic
spectrum. The pixel array includes m columns of n rows
each, starting with the pixel p(1, 1) and ending with the
pixel p(n, m). When displaying or printing an image, the
CPU 12 retrieves the corresponding image files 18 from
the memory 16, and operates the monitor 20 or printer
22, as the case may be, as afunction of the digital values
of the pixels in each image file 18, as is generally known.
The display on the monitor 20 of superimposed left/right
images (from corresponding image files 18) provides a
stereo display of the scene, as recorded by the cameras
14.

In an image operation, the CPU 12 operates to analyze
the RGB values of the pixels of each of a left/right pair
of images of a scene to achieve various objectives, such
as, for example, the detection and identification of spatio-
spectral features of the images. As taught in "Method
and System For Identifying lllumination Flux In An Im-
age", published as U.S. Patent Application Publication
No. 2006/0177149 on Aug. 10, 2006, an image compris-
es two components, material and illumination. Moreover,
as further taught in this Application, an illumination flux
impinging on a material depicted in an image is a bi-
illuminantflux which comprises an ambientilluminantand
a direct or incident illuminant. The incident illuminant is
lightthat causes a shadow and is found outside a shadow
perimeter. The ambient illuminant is light present on both
the bright and dark sides of a shadow, but is more per-
ceptible within the dark region of a shadow.

Spectra for the incident illuminant and the ambient illu-
minant can be different from one another. A spectral shift
caused by a shadow, i.e., a decrease of the intensity of
the incidentilluminant, will be substantially invariant over
different materials presentin a scene depicted in an im-
age when the scene is illuminated by a common illumi-
nation flux. Thus, the spectral shift caused by a shadow
can be expressed by a spectral ratio of colors across an
illumination boundary defined by a shadow on a material.
Inasmuch as an illumination boundary is caused by the
interplay between the incidentilluminant and the ambient
illuminant, spectral ratios throughout the image that are
associated with illumination change (illuminant ratios),
should be consistently and approximately equal, regard-
less of the color of the bright side or the material object
characteristics of the boundary. A characteristic spectral
ratio for a particular image or scene within an image, is
a spectral ratio associated with illumination change
caused by a shadow, as occurs in the particular image,
and can be used to determine if a particular boundary in
a scene is caused by a shadow or an object.

[0012] Toimprove the accuracy and correctness ofthe
characteristic ratio for an image, the spectral ratio infor-
mation for illumination boundaries is determined on a lo-
cal level, thatis, anilluminant ratio is determined for each
of several preselected local areas of a scene depicted in
an image. An analysis of a boundary is then executed
utilizing the spectral ratio for the specific location of the
boundary within the image. The determination of locally
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relevant spectral ratios accommodates complexities that
may be encountered in a real world image, for example,
the interplay of several different sources of lightin a room,
inter-reflections, and so on.

[0013] As noted above, according to a feature of the
presentinvention, the CPU 12 is operated to identify spa-
tio-spectral features of an image, that is, features that
comprise conditions that are indicative of illumination
flux. An example of a spatio-spectral feature is an X-junc-
tion. An X-junctionis an area of animage where a material
edge and an illumination boundary cross one another.
An X-junction is an optimal location for an accurate de-
termination of an illuminant ratio.

[0014] A token analysis of animage is used to identify
spatio-spectral features such as X-junctions. A token is
a connected region of an image wherein the pixels of the
region are related to one ancother in a manner relevant
to identification of spatio-spectral features. The pixels of
a token can be related in terms of either homogeneous
factors, such as, for example, close correlation of color
among the pixels (a uniform token), or nonhomogeneous
factors, such as, for example, differing color values re-
lated geometrically in a color space such as RGB space
(for example, a linear token). The use of tokens rather
than individual pixels reduces complexity and noise in
image processing and provides a more efficient, less in-
tense computational operation for the computer system
10.

[0015] A uniform token analysis is used to identify X-
junctions inanimage. A uniformtoken is a homogeneous
token that comprises a connected region of an image
with approximately constant pixel values (for example,
within a range determined by the expected noise margin
of the recording equipment or normal variations in mate-
rials) throughout the region. A first order uniform token
comprises a single robust color measurement among
contiguous pixels of the image. The analysis can include
an examination of token neighbor relationships indicative
of spatio-spectral features of an image.

[0016] FIG. 3a shows a flow chart for identifying token
regions in an image depicted in one of a left/right pair of
image files 18, according to a feature of the present in-
vention. At the start of the identification routine, the CPU
12 sets up a region map in memory. In step 200, the CPU
12 clears the region map and assigns a region ID, which
isinitially setat 1. An iteration for the routine, correspond-
ing to a pixel number, is set at i=0, and a number for an
N*N pixel array, for use as a seed to determine the token,
is set an initial value, N=Nstart. Nstart can be any integer
>0, for example it can be set at 11 or 15 pixels.

[0017] Atstep 202, a seed test is begun. The CPU 12
selects a first pixel, i=(1, 1) for example, the pixel at the
upper left corner of a first N*N sample. The pixel is then
tested in decision block 204 to determine if the selected
pixel is part of a good seed. The test can comprise a
comparison of the color value of the selected pixel to the
color values of a preselected number of its neighboring
pixels as the seed, for example, the N*N array. If the
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comparison does not result in approximately equal val-
ues for the pixels in the seed, the CPU 12 increments
the value of i (step 206), for example, i=(1, 2), for a next
N*N seed sample, and then tests to determine if i=imax
(decision block 208).

[0018] Ifthe pixel value is at imax, a value selected as
a threshold for deciding to reduce the seed size for im-
proved results, the seed size, N, is reduced (step 210),
for example, from N=15 to N=12. In an exemplary em-
bodiment of the present invention, imax can be set at
i=(n, m). In this manner, the routine of FIG. 3a parses the
entire image at a first value of N before repeating the
routine for a reduced value of N.

[0019] After reduction of the seed size, the routine re-
turns to step 202, and continues to test for token seeds.
An Nstop value (for example, N=2) is also checked in
step 210 to determine if the analysis is complete. If the
value of NisatNstop, the CPU 12 has completed a survey
of the image pixel arrays and exits the routine.

[0020] Ifthevalueofiislessthanimax, and Nisgreater
than Nstop, the routine returnsto step 202, and continues
to test for token seeds.

[0021] When a good seed (an N*N array with approx-
imately equal pixel values) is found (block 204), the token
is grown from the seed. In step 212, the CPU 12 pushes
the pixels from the seed onto a queue. All of the pixels
in the queue are marked with the current region ID inthe
region map. The CPU 12 then inquires as to whether the
queue is empty (decision block 214). If the queue is not
empty, the routine proceeds to step 216.

[0022] In step 216, the CPU 12 pops the front pixel off
the queue and proceeds to step 218. In step 218, the
CPU 12 marks "good" neighbors around the subject pixel,
that is neighbors approximately equal in color value to
the subject pixel, with the current region ID. All of the
marked good neighbors are placed in the region map and
also pushed onto the queue. The CPU then returns to
the decision block 214. The routine of steps 214, 216,
218 is repeated until the queue is empty. At that time, all
of the pixels forming a token in the current region will
have been identified and marked in the region map.
[0023] When the queue is empty, the CPU proceeds
to step 220. At step 220, the CPU 12 increments the
region ID for use with identification of a next token. The
CPU 12 then returns to step 206 to repeat the routine in
respect of the new current token region. Upon arrival at
N=Nstop, step 110 of the flow chart of FIG. 3a, or com-
pletion of a region map that coincides with the image, the
routine will have completed the token building task.
[0024] Upon completion of the token region map for
the frame, the CPU 12 proceeds to the routine of FIG.
3b, to identify X-junctions in the image of the subject
frame using the token region map. In step 300, the CPU
12 is input the token region map completed through ex-
ecution of the routine of FIG. 3a, the color of each token
region and a set of pixels to provide a basis for searching
for X-junctions. The pixel set can be a subsetof the pixels
of the image, for example, selecting every Nth pixel of
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every Nth row, or jitter sampling, for example selecting
a pixel randomly of each N*N box throughout the image.
In our examples, N=4.

[0025] In a decision block (step 302), the CPU 12 de-
termines whether there are still pixels in the pixel set for
search of an X-junction. If no,the CPU 12 exits the routine
with a map of likely X-junctions in the frame (step 304).
If yes, the CPU 12 proceeds to step 306, to select a next
pixel Pi, from the pixel set.

[0026] In step 308, the CPU 12 builds a set Q of all
unique tokens with a seed size>S within a distance D of
the pixel Pi. In our example, S=2 and D=10. In a decision
block (step 310), the CPU 12 determines if the set Q has
at least four tokens. If no, the CPU 12 returns to the de-
cision block of step 302. If yes, the CPU 12 proceeds to
step 312.

[0027] In step 312, the CPU 12 selects a token from
the set Q to designate as a token A. In a decision block
(step 314), the CPU 12 tests the token A to determine
whether A>Minimum intensity, for example an intensity
equal to 20% of the maximum intensity within the subject
frame. If no, the CPU 12 proceeds to a decision block
(step 316) to determine whether there are more tokens
in the set Q for testing as an A token. If yes, the CPU 12
returns to step 312 to repeat the test. If no, the CPU 12
returns to step 302.

[0028] Ifthe CPU 12 determines a yes condition in the
decision block of step 314, the CPU 12 proceeds to step
318.

[0029] In step 318, the CPU 12 selects a token from
the set Q to designate as a token B (with B not equal to
A). In a decision block (step 320), the CPU 12 tests the
token B to determine whether F*B<A in all color bands.
In our example, F=2. If no, the CPU 12 proceeds to a
decision block (step 322) to determine whether there are
more tokens in the set Q for testing as a B token. If yes,
the CPU 12 selects another token and returns to step
318 to repeat the test. If no, the CPU 12 returns to step
316.

[0030] Ifthe CPU 12 determines a yes condition in the
decision block of step 320, the CPU 12 proceeds to step
324.

[0031] In step 324 the CPU 12 selects a token from
the set Q to designate as a token D (D not equal to either
Aor B). In a decision block (step 326), the CPU 12 tests
the token D to determine whether D>Minimum intensity,
for example an intensity equal to 20% of the maximum
intensity within the subject frame. If no, the CPU 12 pro-
ceedstoadecisionblock (step 328) to determine whether
there are more tokens in the set Q for testing as an D
token. If yes, the CPU 12 selects another token and re-
turns to step 324 to repeat the test. If no, the CPU 12
returns to step 322.

[0032] Ifthe CPU 12 determines a yes condition in the
decision block of step 326, the CPU 12 proceeds to step
330.

[0033] In step 330, the CPU 12 selects a token from
the set Q to designate as a token C (C not equal to either
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Aor B or D). In a decision block (step 332), the CPU 12
tests the token C to determine whether F*C<D in all color
bands. In our example, F=2. If no, the CPU 12 proceeds
to a decision block (step 334) to determine whether there
are more tokens in the set Q for testing as a C token. If
yes, the CPU 12 selects another token and returns to
step 330 to repeat the test. If no, the CPU 12 returns to
step 328.

[0034] Ifthe CPU 12 determines a yes condition inthe
decision block of step 332, the CPU 12 proceeds to step
336.

[0035] Step 336 is an X-junction test, to verify whether
the token set {A, B, C, D} identified in the routine of FIG.
3b, is an X-junction. FIG. 4 is a flow chart of a routine for
improving X-junction testing in step 336, using a disparity
map, according to a feature of the present invention.
[0036] In step 340, the token set {A, B, C, D} is input
to the CPU 12. In step 342, the CPU 12 adopts the hy-
pothesis of the example of FIG. 3c. FIG. 3¢ illustrates an
image having an X-junction. The hypothesis is that A and
B are the same material 1, and that D and C are the same
material 2, and that B and C are in shadow.

[0037] According to a feature of the present invention,
instep 344, the CPU 12 receives as an input the left/right
pair of image files 18 related to the image analyzed in
the routine of FIG. 3b. In step 346, the CPU 12 uses the
left/right pair of image files 18 to calculate and store a
disparity map. A disparity map generated as a function
of information obtained from the left/right pair of image
files 18 provides depth information for the scene depicted
in the image files 18.

[0038] Disparity between corresponding pixel loca-
tions of the left/right pair refers to the relative horizontal
displacement of objects in the image. For example, if
there were an object in the left image at location (X1, Y),
and the same object in the right image at location (X2,
Y), then the relative displacement or disparity is the ab-
solute value of (X2-X1). In a known technique, disparity
between two pixels, referred to as the correspondence
problem, includes the selection of a pixel, and examining
a grid of pixels around the selected pixel. For example,
a 20*1 pixel grid is compared to the corresponding grid
of the other image of the image pair, with the closest
match determining an X difference value for the pixel
location.

[0039] A disparity measure is inversely proportional to
the distance of an object from the imaging plane. Nearby
objects have a large disparity, while far away or distant
objects have a small disparity. The relative depth of an
object from the imaging plane, Distance=c/disparity,
where ¢ is a constant whose value can be determined
for a calibrated pair of cameras 14. In step 348, the CPU
12 utilizes the disparity map for the image pairto calculate
the relative depths, D,, Dg, D and Dp, of each token,
respectively, of the set {A, B, C, D}. The CPU 12 then
proceeds to step 350 to determine whether the values
Da. Dg. Dc and Dy are within a specified percentage of
one another. The percentage can be for example, 10%.
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Thus, if one object in a prospective X-junction were 72
inches away from the imaging plane, then other objects
in the prospective X-junction should be within 7.2 inches
of each other.

[0040] A consideration of the relative depth of the ob-
jects represented by the tokens of the set {A, B, C, D}
provides information on the corresponding distances of
the materials comprising the prospective X-junction from
the imaging plane. Referring once again to the illustration
of FIG. 3c, if the materials 1 and 2 are at different depths,
then a border in the two dimensional image is a meeting
of materials at different locations in the true three dimen-
sional scene recorded in the stereo image pair. Thus, it
cannot be certain that the materials are under the same
illumination, and truly represent an X-junction. The rela-
tive depth information permits the elimination of objects
that are subject to different illumination at different depths
of the scene, yet form a border in the two dimensional
image recorded in the stereo pair.

[0041] In step 352, the CPU 12 determines whether
the pixels of token A>the pixels of token B and the pixels
of token D>the pixels of token C, in each color band. The
colors B and C are multiplied by a factor, f, which is a
scalar value greater than 1. In step 354, it is determined
whether the bright measurements for A and D tokens are
brighter than a minimum threshold.

[0042] In step 356, the CPU 12 determines whether
each of the bright tokens A and D, are significantly dif-
ferent in a color space, for example, in an RGB space.
In this regard, a determination is made as to whether the
color space distance (A,D)>threshold.

[0043] In step 358, the CPU 12 determines whether
the reflectance ratio between A and D is approximately
equal to the reflectance ratio for B and C. In the alterna-
tive, the bounded version of the ratios can be used,
R1=(A-D)/(A+D), and R2=(B-C)/(B+C), with R1=R2. In
step 360, the spectral ratios S1=B/(A-B) and S2=C/(D-
C) are compared to determine if they are similar to one
another (within a predetermined difference).

[0044] Instep 362, the CPU 12 determines if the spec-
tral ratios fit an a priori model of a reasonable illuminant.
Variations on the constraints can include, for example,
requiring the dark measurements for the B and C tokens
to be less than a percentage of the corresponding bright
measurement. Moreover, the CPU 12 can test the spec-
tral ratios determined in step 338 for saturation levels.
Saturation is defined as saturation=1-(minimum color
band/maximum color band). An upper boundary can be
established for the spectral ratio, in terms of saturation,
for example, any spectral ratio with a saturation>0.9 is
considered to be unreasonable. If all of the above con-
straints are met, the X-junction criteria are considered to
be satisfied (step 364).

[0045] Inthe event a token set {A, B, C, D} fails the X-
junction tests of step 336 (FIG. 3b), the CPU 12 returns
to step 334. If the token set {A, B, C, D} passes the X-
junction tests of step 336, the CPU 12 proceeds to step
338tomarkthe tokenset{A, B, C, D}as avalid X-junction.
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The CPU 12 then returns to step 302.

[0046] FIG. 5is aflow chartfor identifying a local char-
acteristic spectral ratio using an X-junction of the type
depicted in FIG. 3¢, according to a feature of the present
invention. The CPU 12 is given an image file 18 of one
of a pair of left/right images, and X-junction parameters
in step 500. The CPU 12 then proceeds to step 502,
which comprises the performance of the processes of
FIGS. 3a-c and 4, including the use of relative depth in-
formation to verify the spatio-spectral feature determina-
tion, throughout the given image to identify all X-junctions
within the image.

[0047] Upon completion of step 502, the CPU 12 pro-
ceeds to step 504 to calculate a spectral ratio for each
bright/dark pixel pair in each X-junction, and store the
results in a memory array. In step 506, the CPU 12 ex-
ecutes a mean shift algorithm on the array of spectral
ratios. The mean shift algorithm can comprise, for exam-
ple, an algorithm described in "Mean shift analysis and
applications," Comaniciu, D.; Meer, P.; Computer Vision,
1999, The Proceedings ofthe Seventh IEEE International
Conference on; Volume 2, 20-27 September, 1999; Pag-
es 1197-1203. The output of execution of the mean shift
algorithm (step 508) is a spectral ratio for all or a specific
local region of the image. The execution of step 506 can
include a survey of values for the spectral ratios through-
out the image.

[0048] If the spectral ratios calculated over the image
by, for example, one of the methods described above,
vary by an amount>a threshold variance, a local ap-
proach will be implemented for the spectral ratio infor-
mation used in determining illumination boundaries. That
is, the value at a specific X-junction, or a mean or median
of a set of nearby X-junctions will be used as the spectral
ratio when the CPU 12 determines illumination bounda-
ries inthe region of the image near the specific X-junction.
If all of the spectral ratios for the entire image vary by
less than the threshold variance, a global approach can
be used with the same mean shift spectral ratio used in
all illumination boundary determinations.

[0049] As discussed above, the characteristic spectral
ratio is used to identify illumination boundaries in an im-
age. FIG. 6 is a flow chart for identifying material and
illumination using ratio matching, according to a feature
of the present invention. More specifically, the routine of
FIG. 6 identifies illumination flux comprising an illumina-
tion boundary. In step 600, the CPU 12 is given spectral
ratio information for an image determined through exe-
cution of the routine of FIG. 5, and standard brightness
edge boundary segment information for the image. For
each brightness edge segment of the image, in step 602,
the CPU 12 traverses the edge by selecting pixel or token
pairs, each pair comprising a pixel or token from the bright
side of an edge segment and a pixel or token from the
dark side of the edge segment.

[0050] In step 604, for each pair of pixels or tokens,
the CPU 12 calculates a spectral ratio, S=Dark/(Bright-
Dark) and accumulates the S values for allthe pairs along
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the corresponding edge segment. In step 606, the CPU
12 decides if the accumulated set of S values for an edge
segment matches the given characteristic spectral ratio
information. As discussed above, the given spectral ratio
information can be a global value for the image or a local
value for the part of the image where the edge segment
is located. If there is a match of spectral ratios, the CPU
12 marks the edge segment as an illumination boundary
(step 608). If there is no match, the CPU 12 marks the
edge as a material edge (step 610).

[0051] A further use of relative depth information in-
volves an improved method for generating Nth order to-
kens. An Nth order token is a set of N first order uniform
tokens thatare different colors, as measuredin a selected
color space, for example, RGB, hue or chromaticity, and
are near to one another in the image. As an example, a
red first order token and a blue first order token adjacent
to one another in an image could form a second-order
token. Nth order tokens are also used to identify local
spectral ratios for an image.

[0052] FIG. 7a is a flow chart for improving Nth order
token generation using a disparity map. In step 700, a
stereo image comprising a left/right pair of image files 18
is inputtothe CPU 12. In step 702, the CPU 12 calculates
a list of first order tokens using one of the images of the
left/right pair of image files 18. The calculation can be
executed as the routine of FIG. 3a, described above. In
step 704, the CPU 12 generates a list of Nth order tokens,
in our example, a list of second order tokens.

[0053] FIG. 7bis a flow chart of a method for creating
an Nth order token (step 704 of FIG. 7a). The CPU 12 is
given a list of tokens, for example, as identified through
execution of the routine of FIG. 3a (step 702), an input
image area A (from one of the images of the left/right pair
of image files 18) and a maximum distance Dmax, which
could be set at 10 pixels (step 800). In step 802, the CPU
12, for each first order token within the image area A,
selects an image location or pixel X=p(i,j) and then finds
allunigue sets of N tokens, that is, for example, all tokens
of different color, within Dmax of each location X. In step
804, the CPU 12 adds each set of N tokens found in step
802, into an Nth order token set, checking for duplicates.
In step 806, the CPU 12 outputs the Nth order token sets
for the image area as a list, S.

[0054] Returning to FIG. 7a, in step 706, the CPU 12
selects a second order token, T, comprising tokens A
and B, from the list S of tokens generated in step 704. In
a parallel step 708, the CPU 12 calculates and stores a
disparity map for the subject stereo image pair, for ex-
ample, by executing step 346 of the routine of FIG. 4.
[0055] Instep 710, the CPU 12 calculates the relative
depths D, and Dg of the tokens A and B from the selected
second order token T, using the disparity map deter-
mined in step 708. The CPU 12 then proceeds to a de-
cision block (step 712).

[0056] In the decision block of step 712, the CPU 12
determines whether: |D,-Dg|/((D5+Dg)/2)>threshold.
The threshold can be similar to the threshold value dis-
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cussed above regarding the relative depths of the X-junc-
tion objects, an amount that is reasonable to consider
the tokens as at the same depth location relative to the
cameras 14.

[0057] If no, the CPU 12 proceeds to a decision block
(step 714). In the decision block of step 714, the CPU 12
determines whether there are any more second order
tokens T in the list S, for examination of relative depth.
If no, the CPU 12 proceeds to step 716, to store a new
second order token list S, and end the routine (step 718).
If yes, the CPU 12 returns to step 706.

[0058] Ifthe decision of step 712 is yes (relative depths
greater than the threshold), the CPU 12 proceeds to step
720.In step 720, the CPU 12 removes the subject second
order token T from the list S, and proceeds to step 714.
[0059] FIG. 7cisaflow chartforidentifyingalocal spec-
tral ratio using Nth order tokens created using the method
of FIG. 7b. In step 900, a set of Nth order tokens for an
image file 18 is given as a start to the CPU 12. The CPU
12 places the uniform tokens within an Nth order token
inan order, for example, according to intensity in a single
color channel (step 902). As shown in FIG. 7c, adjacent
the step 902, a sample order of tokens within each of Nth
order token A and Nth order token B is shown. The Nth
order token A comprises tokens ordered tokens A1,
A2, ... AN and Nth order token B comprises ordered to-
kens B1, B2, ... BN. Pursuant to a feature of the present
invention, for each Nth order token, the CPU 12 operates
to find all other Nth order tokens with matching reflect-
ance ratios and spectral ratios (step 904).

[0060] Adjacent to step 904 (FIG. 7c) is shown an al-
gorithm for comparing reflectance ratios and spectral ra-
tios for the token pair A, B. For each pair of tokens Ai, Aj
in the Nth order token A and a corresponding pair of to-
kens Bi, Bj in the Nth order token B, the CPU 12 deter-
mines equality relationships between the reflectance ra-
tios and spectral ratios for the pairs. The reflectance ra-
tios can be determined using the bounded version of the
ratios:  R(ALAj)=(AFAj)/(Ai+Aj), and R(BIi,Bj)=(Bi-
Bj)/(Bi+Bj), to determine if R(Ai,Aj)=R(Bi, Bj). Similarly,
the spectral ratios can be calculated using the preferred
form of the spectral ratio: S(Ai, Bi)=(Dark one of (Ai,
Bi)/Bright one of (Ai, Bi)-Dark one of (Ai, Bi)), and S(Aj,
Bj)=(Dark cne of (Aj, Bj)/Bright one of (Aj, Bj)-Dark one
of (Aj, Bj)), to determine if S(Ai, Bi)=S(Aj, Bj). The as-
sumption of the analysis and relationship determination
is that one of the Nth order tokens is in shadow and the
other one of the Nth order tokens is lit.

[0061] In step 906, the CPU 12 accumulates all spec-
tral ratios from pairs of Nth order tokens that match, that
is, demonstrate equality in step 204 and lists them in an
array. The CPU 12 then executes a mean shift algorithm
on the array of accumulated spectral ratios (step 908)
and outputs the result as a characteristic spectral ratio
for a local area or a whole of the image (step 910).
[0062] FIG.8aisaflow chartforimproving linear mega-
token generation using a disparity map. A linear token is
a nonhomogeneous token comprising a connected re-
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gion of the image wherein adjacent pixels of the region
have differing color measurement values that fall within
a cylinder in RGB space, from a dark end (in shadow) to
a bright end (lit end), along a positive slope. The cylinder
configuration is predicted by a bi-illuminant dichromatic
reflection model (BIDR model), when the color change
is due to an illumination change forming a shadow (i.e.
a decrease in the intensity of the incident illuminant as
the interplay between the incident or direct illuminant and
the ambient illuminant in the illumination field) over a sin-
gle material of a scene depicted in the image. The BIDR
model indicates the appearance of a material surface
that interacts with an illumination flux comprising an in-
cident illuminant and an ambient illuminant having differ-
ent spectra.

[0063] For example, the BIDR model predicts that the
color of a specific material surface is different in shadow
than the color of that same surface when partially or fully
lit, due to the differing spectra of the incident illuminant
andthe ambientilluminant. The BIDR model also predicts
that the appearance of a single-color surface under all
combinations of the two illuminants (from fully lit to full
shadow) is represented by a line in a linear color space,
such as, for example, an RGB color space, that is unique
for the specific material and the illuminant combination
interacting with the material. Due to such factors as the
noise of measuring equipment, and variations of surface
characteristics of a material, the BIDR representation
comprises a cylinder around the predicted line. The cyl-
inder includes a diameter related to the noise and varia-
tion factors. A BIDR cylinder can be generated by finding
linear tokens in the image, and then utilized to adjust a
pixel color value as a function of the BIDR cylinder color
values, in a color correct image manipulation, to, for ex-
ample, remove a shadow. For a more detailed description
of the BIDR model, reference should be made to "Bi-
illuminant Dichromatic Reflection Model For Image Ma-
nipulation”, US 2007 0176940 A1. In step 920, the CPU
12 receives as an input a pair of left/right image files 18.
In step 922, the CPU 12 calculates first order tokens in
one of the image files, through execution of the routine
of FIG. 3a, to provide a list of first order tokens.

In step 924, the CPU 12 computes and stores a token
region graph from the token order list. FIG. 8b shows a
flow chartfor building atoken region graph from the token
regions identified through execution of the routine of FIG.
3a. Initially, the CPU 12 is given the list of tokens identified
in the previous routine, and a value for a maximum dis-
tance D between tokens (step 960). In an example, D=20
pixels. In step 962, the CPU 12 traverses pixel informa-
tion for each token to identify all perimeter pixels of all
tokens. The CPU then proceeds to step 964.

In step 964, the CPU 12 selects a token region from the
token list and identifies the selected token, for purposes
of the routine, as a current token, A. For each perimeter
pixel in token A, the CPU 12 finds the closest perimeter
pixel in every other token within the maximum distance
D from the perimeter of the token A (step 966).
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In step 968, the CPU 12 builds a list of tokens that are
neighbors to token A by compiling all token IDs found in
the previous pixel matching step 966. In step 970, the
CPU 12 stores the list of neighbors for token A, and pro-
ceeds to decision block 972. In the decision block 972,
the CPU 12 checks whether it is at the end of the token
list. If not, the CPU 12 returns to step 964, and sets token
A to a next token on the token list, and repeats steps
966-972 for the next token. If the CPU 12 is at the end
of the token list, the CPU proceeds to step 974, where
the CPU 12 returns the token graph for the image.
[0064] Upon completion of the routine of FIG. 8b, the
CPU 12 proceeds to step 926 of FIG. 8a. In step 926,
the CPU 12 selects two adjacent tokens, A and B, form
the token graph. In a parallel step 928, the CPU 12 cal-
culates and stores a disparity map for the subject stereo
image pair, for example, by executing step 346 of the
routine of FIG. 4. In step 930, the CPU 12 determines
the depths D, and Dy, for the tokens A and B, using the
disparity map, as described above, and proceeds to a
decision block (step 932).

[0065] In step 932, the CPU 12 determines whether
depths D, and Dg, are sufficiently close to one another
in three dimensional space, to indicate that the materials
of tokens A and B are truly adjacent in three dimensional
space and subject to the same illumination flux. The de-
termination can be similar to the depth consideration for
X-junctions, for example, within a specified percentage
of one another in the depth from the imaging plane di-
mension. The percentage can be for example, 10%.
[0066] If the tokens A and B are not sufficiently close
to one another, the CPU 12 proceeds to a decision block
(step 934). In the decision block of step 934, the CPU 12
determines whether there more pairs of adjacent tokens
in the token graph, for examination. If no, the routine is
completed (step 936). If yes, the CPU 12 returns to step
926.

[0067] If the tokens A and B are sufficiently close to
one another, the CPU 12 proceeds to step 938 to calcu-
late a BIDR cylinder in, for example an RGB space, as
defined by and encompassing the RGB values of the
tokens A and B. The BIDR cylinder is assumed to reflect
the condition of a color change due to an illumination
change forming a shadow over a single material of a
scene depicted in the image. Confirmation is achieved
by examining additional adjacent tokens to determine
whether they define a linear mega-token (a linear token
comprising several adjacent tokens).

[0068] To that end, in step 940, the CPU 12 selects
from the token graph another token adjacentto the linear
mega-token (initially tokens A and B). The CPU 12 then
utilizes the disparity map to determine depth Dy of the
selected token (step 942). The CPU 12 then proceeds
to a decision block (step 944).

[0069] In step 944, the CPU 12 determines whether
the depth of the newly selected adjacent token is suffi-
ciently close to the tokens A and B, on the same basis
as discussed above in respect to step 932.
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[0070] If the newly selected token is not sufficiently
close to the tokens A and B, the CPU 12 proceeds to
step 946, to skip that token. From step 946, the CPU 12
proceeds to a decision block (Step 948), to determine
whether there are any more adjacent tokens to examine.
If no, the CPU 12 proceeds to step 950 to store informa-
tion identifying the linear mega-token, and returns to step
934 to either end the routine or continue to examination
of further A and B tokens. If yes, the CPU 12 returns to
step 940.

[0071] If the newly selected token is sufficiently close
to the tokens A and B, the CPU 12 proceeds to a decision
block (step 952). In the decision block of step 952, the
CPU 12 determines whether the new tokens RGB values
lie within the BIDR cylinder defined by tokens A and B.
If no, the CPU 12 returns to step 946 to skip that token.
If yes, the CPU 12 proceeds to step 954 to add the new
tokentothe linear mega-token defined by tokens Aand B.
[0072] Referring now to FIG. 9a, there is shown a flow
chart for improving illumination map modification using
depth information obtained from, for example, a disparity
map. A stereo image pair of image files 18 is provided
as aninputto the CPU 12 (step 1000). In step 1002, the
CPU 12 generates and stores an illumination map and a
reflectance map of one image from the image pair input.
[0073] FIG.9bis aflow chartfor identifying illumination
and reflectance in an image, usable in the performance
of step 1002 of FIG. 9a. In step 1200, the CPU receives
as an input an image area corresponding to the cne im-
age from the image pair of step 1002 of FIG. 9a. In step
1202, the CPU 12 calculates atoken list and token graph.
The token list generation can include identification of uni-
form tokens, as taught in the aforementioned Application
published as U. S. Patent Application Publication No.
2006/0177149.

Atoken graph is a graph showing neighbor relationships
among tokens identified by the CPU 12, for example, all
tokens within 20 pixels of a subject token. The graph can
be used to identify similar tokens that are neighbors of a
subject token, since groups of tokens can extend along
the length of a shadow or across an undulating surface.
A method for generating a token graph is also disclosed
in the Application published as U. S. Patent Application
Publication No. 2006/0177149.

Upon completion of step 1202, the CPU 12 examines all
pairs of neighbars in the token graph to evaluate whether
the change between the neighboring tokens is caused
by an illumination change (step1204). The examination
comprises a set of tests. In a first test, the CPU 12 de-
termines whether one token neighbor is darker than the
other in all color bands.

In a second test, the CPU 12 determines whether a line
connecting the brighter token color to the darker token
color comes close to the origin of the color space depict-
ingthe token colors. The CPU 12 evaluates the closeness
relationship by calculating the angle between a line con-
necting the origin with the darker token color value and
the line connecting the two token color values. Ifthe angle
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is greater than a threshold, for example, 10 degrees, the
change between the two tokens is deemed to be a ma-
terial change.

In a third test, the CPU 12 determines whether the re-
flectance ratio, Ri=(Ai-Bi)/(Ai+Bi) (for a token pair Ai and
Bi), along pairs of border pixels between two regions,
have little variance, and is close to 0 (within noise toler-
ances).

Upon completion of step 1204, the CPU 12 searches the
token list for groups of tokens (step 1208) where neigh-
boring tokens are linked by possible illumination chang-
es, as determined in step 1204, and the color values of
the tokens define a cylinder in RGB space (a BIDR cyl-
inder). The groups of tokens can be organized according
to the neighbor relationshipsindicated inthe tokengraph.
In parallel, the CPU 12 can calculate a set of local char-
acteristic spectral ratios for the image (step 1206, see
FIG.7c).Inasmuch as an illumination boundary is caused
by the interplay between the incident illuminant and the
ambient illuminant, as discussed above, spectral ratios
throughout the image that are associated with illumina-
tion change, should be consistently and approximately
equal, regardless of the color of the bright side or the
material characteristics of the boundary. Thus, if a spec-
tral ratio in our analysis of token groups is approximately
equal to characteristic spectral ratio for the scene, that
is an indication that the changing color values between
the tokens are in fact caused by illumination.

[0074] As noted above, the spectral ratio is
S=Dark/(Bright-Dark). In step 1210, the CPU 12 can cal-
culate a spectral ratio for the pixels of each of the iden-
tified token groups. Atoken group comprises a collection
of spatially adjacent tokens which all lie on an RGB cyl-
inder. The Bright and Dark colors for the ratio are the
colors of the brightest and darkest token in the token
group. If the spectral ratio for the token group is signifi-
cantly different from the characteristic spectral ratio for
the location of the tokens, then the RGB cylinder repre-
sented by the token group may not correspond solely to
an illumination change, so the group may be rejected.
[0075] Instep1212,the CPU 12optionally clustersand
merges similar token groups. For the purpose of cluster-
ing, the CPU defines the distance between two tokens
as d=Euclidean distance betweenthe slopes of two BIDR
cylinders+0.5*(distance from cylinder 1 Bright end pixel
to cylinder 2 axis+distance from cylinder 1 Dark end pixel
to cylinder 2 axis+distance from cylinder 2 Bright end
pixel to cylinder 1 axis+distance from cylinder 2 Dark end
pixel to cylinder 1 axis)+0.5 *(|cylinder 1 bright location-
cylinder 2 bright location|+|cylinder 1 dark location+cyl-
inder 2 dark location|). The CPU 12 then executes one
of any clustering algorithms well-known in the art such
as leader-follower (online) clustering or hierarchical ag-
glomerative clustering or a combination of any such
methods. The goal of the clustering is to group very sim-
ilar tokens together, so the maximum allowable distance
between any two tokens within a cluster is set at a small
threshold.
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[0076] The results of the clustering are sets or classes
of token groups organized such that there is a high de-
gree of similarity between all tokens within each class
and that the token groups each represent a single mate-
rial under varying illumination. All tokens found in a spe-
cific group as a result of the clustering should represent
the same color transition, for example ambient light to
50% incident illumination on a green surface.

[0077] Instep 1214, for each token group determined
via the clustering of step 1212, the CPU 12 assumes that
the tokens represent illumination change in an image for
a single material, as predicted by the BIDR model. The
CPU 12 estimates the incident or direct illuminant, or as-
sumes the direct illuminant to be white. An estimate of
the incident illuminant can be obtained through a white
balance algorithm, as typically built into present day,
commercially available cameras. Assuming a white inci-
dent illuminant, the spectrum will be uniform (1, 1, 1).
The CPU 12 can then calculate the material color for the
object indicated by the pixels within a group of tokens.
[0078] Materialcolor, illuminantand pixelimage values
are related as follows: Image value=material color*illu-
minant. Thus pixels in a token group (the token group
being a representation of a shadow across a single ma-
terial, according to the BIDR model of the presentinven-
tion), provide a basis for correct color determination of a
region of consistent reflectance, as exhibited by a single
material in the image. An output (step 1216) by the CPU
12 is an indication of a material field identified through
an analysis of the identified token groups.

[0079] Upon completion of step 1002 (FIG. 2a), the
CPU 12 stores each of the illumination map (step 1004)
and reflectance map (step 1006) derived from the subject
image through execution of the routine of FIG. 9b.
[0080] In a parallel operation, the CPU 12 derives and
stores a disparity map for the left/right pair of image files
18, asdescribed above (step 1008). Each of the disparity
map and illumination map are input to the CPU 12 for
modification of the illumination map (step 1010). The il-
lumination map is modified by applying a known blurring
algorithm. When each point in the illumination map is
blurred, pixel values in different planes, as indicted by
the disparity map, are not used to calculate a central blur
value. The elimination of pixels not in the same plane as
those used to calculate a blur value minimizes smudging
in the resulting modified illumination map.

In step 1011, the CPU 12 multiplies the modified illumi-
nation map by the stored reflectance map, and stores
the new image (step 1012). The routine is then complete
(step 1014).

In the preceding specification, the invention has been
described with reference to specific exemplary embodi-
ments and examples thereof. The specification and draw-
ings are accordingly to beregarded inanillustrative man-
ner rather than a restrictive sense, the invention being
defined by the appended claims.

(&}

15

20

25

30

35

40

45

50

55

10

Claims

1. Anautomated, computerized methodfor distinguish-
ing between illumination boundaries and material
boundaries in an image of a scene, wherein the im-
age isanoptical colorimage, comprising the steps of:

identifying depth information for the image;
identifying X-junctions in the image, as a func-
tion of the depth information, by a uniform token
analysis, wherein an X-junctionis an area of the
image where a material boundary and an illumi-
nation boundary cross one another, and a uni-
form token is a connected region of the image
with pixel values which are constant within a
noise margin, the uniform token analysis testing
sets of four tokens {A, B, C, D} whether the re-
spective set is an X-junction, wherein, in the
course of the analysis, a given set of tokens {A,
B, C, D} is only accepted as a prospective X-
junction for further analysis if the depths Dy, Dg,
Dc, Dpfor the tokens of the set are within a spec-
ified percentage of each other;

calculating a spectral ratio, which is a ratio of
colors, for each bright / dark pixel pair in each
identified X-junction, a bright pixel being a pixel
on a bright side of the illumination boundary of
the X-junction, and a dark pixel being a pixel on
a dark side of the illumination boundary of the
X-junction;

calculating at least one characteristic spectral
ratio from the identified X-junctions by perform-
ing a mean shift algorithm on the set of calcu-
lated spectral ratios;

utilizing the at least one characteristic spectral
ratio to identify a boundary between areas of
different color or intensity in the image as either
anillumination boundary, if the spectral ratio for
the boundary is approximately equal to the char-
acteristic spectral ratio, or as a material bound-
ary, otherwise.

2. The method of claim 1 wherein the step of identifying
depth information for the image is carried out by re-
cording a stereo image.

3. The method of claim 1 wherein the step of identifying
depth information for the image is carried out by re-
cording a plurality of images utilizing a moving video
camera.

4. The method of claim 2 comprising the further step
of utilizing the stereo image to calculate a disparity
map.

5. The method of claim 4 wherein the step of identifying
X-junctions in the image, as a function of the depth
information, is carried out as a function of the dis-
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parity map.

6. A computer system (10) which comprises:

a CPU (12); and

a memory (16) storing image files (18) for a
scene;

the CPU (12) arranged and configured to exe-
cute aroutine implementing the method of claim
1.

Patentanspriiche

1.

Automatisiertes, computergesteuertes Verfahren
zur Unterscheidung zwischen Beleuchtungsgren-
zen und Materialgrenzen in einem Bild einer Szene,
wobei das Bild ein optisches Farbbild ist, umfassend
die Schritte:

Identifizieren von Tiefeninformationen fir das
Bild;

Identifizieren von X-Kreuzungen im Bild, als ei-
ne Funktion der Tiefeninformationen, durch eine
Einheitstoken-Analyse, wobei eine X-Kreuzung
ein Bereich des Bildes ist, in dem eine Materi-
algrenze und eine Beleuchtungsgrenze sich
kreuzen, und ein Einheitstoken ein verbundener
Bereich des Bildes mit Pixelwerten ist, die inner-
halb einer Rausch-Spanne konstant sind, wobei
die Einheitstoken-Analyse Satze von je vier To-
kens {A, B, C, D} dahingehend testet, ob der
jeweilige Satz eine X-Kreuzung ist, wobei im
Verlauf der Analyse ein gegebener Satz Tokens
{A, B, C, D} nur dann als mégliche X-Kreuzung
flr die weitere Analyse akzeptiert wird, wenn die
Tiefen Du, Dg, D¢, D flir die Tokens des Satzes
innerhalb eines vorgegebenen Prozentsatzes
zueinander liegen;

Berechnen eines Spektralverhaltnisses, bei
dem es sich um ein Verhaltnis von Farben han-
delt, fir jedes Hell/Dunkel-Pixelpaar in jeder
identifizierten X-Kreuzung, wobei ein helles Pi-
xel ein Pixel auf einer hellen Seite der Beleuch-
tungsgrenze der X-Kreuzung und ein dunkles
Pixel ein Pixel auf einer dunklen Seite der Be-
leuchtungsgrenze der X-Kreuzung ist;
Berechnen wenigstens eines charakteristi-
schen Spektralverhaltnisses aus den identifi-
zierten X-Kreuzungen mittels Anwendung eines
Mean-Shift-Algorithmus auf den Satz berechne-
ter Spektralverhéltnisse;

Nutzen des wenigstens einen charakteristi-
schen Spektralverhaltnisses zum Identifizieren
einer Grenze zwischen Bereichen unterschied-
licher Farbe oder Intensitat in dem Bild als ent-
weder eine Beleuchtungsgrenze, wenn das
Spektralverhaltnis fir die Grenze etwa gleich

15

20

25

30

35

40

45

50

55

1"

dem charakteristischen Spektralverhaltnis ist,
oder andernfalls als Materialgrenze.

Verfahren nach Anspruch 1, wobei der Schritt des
Identifizierens von Tiefeninformationen fur das Bild
durch Aufnahme eines Stereobildes durchgefuhrt
wird.

Verfahren nach Anspruch 1, wobei der Schritt des
Identifizierens von Tiefeninformationen fir das Bild
durch Aufnahme einer Vielzahl von Bildern mittels
einer sich bewegenden Videokamera durchgefuhrt
wird.

Verfahren nach Anspruch 2, umfassend den weite-
ren Schritt der Nutzung des Stereobildes, um eine
Disparity Map zu berechnen.

Verfahren nach Anspruch 4, wobei der Schritt des
Identifizierens von X-Kreuzungen in dem Bild, als
eine Funktion der Tiefeninformationen, in Abhangig-
keit von der Disparity Map durchgefuhrt wird.

Computersystem (10), umfassend:

eine CPU (12) und

einen Speicher (16) zum Speichern von Bildda-
teien (18) fir eine Szene,

wobei die CPU (12) dazu angeordnet und ein-
gerichtetist, ein Programm zur Implementierung
des Verfahrens nach Anspruch 1 auszufiihren.

Revendications

Procédé informatisé et automatisé pour faire la dis-
tinction entre des limites d’éclairement et des limites
de matériau dans une image d’'une scéne, dans le-
quell'image est une image couleur optique, compre-
nant les étapes :

d'identification d’informations de profondeur
pour l'image ;

d’identification de jonctions X dans limage, en
fonction des informations de profondeur, par
une analyse de jeton uniforme, dans lequel une
jonction X est une zone de 'image ou une limite
de matériau et une limite d’éclairement se croi-
sent 'une l'autre, et un jeton uniforme est une
région reliée de l'image avec des valeurs de
pixel qui sont constantes dans une marge de
bruit, 'analyse de jeton uniforme évaluant des
ensembles de quatre jetons {A, B, C, D} pour
savoir si 'ensemble respectif est une jonction
X, dans lequel, au cours de 'analyse, unensem-
ble donné de jetons {A, B, C, D} est accepté
uniquement en tant que jonction X potentielle
pour une analyse supplémentaire si les profon-
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deurs Dy, Dg, D¢, Dp pour les jetons de I'en-
semble sont dans un pourcentage spécifié les
unes des autres ;

de calculd’un rapport spectral, quiestun rapport
entre des couleurs, pour chaque paire de pixels
clair/'sombre dans chaqgue jonction X identifiée,
un pixel clair étant un pixel sur un cété clair de
lalimite d’éclairementde lajonction X, etun pixel
sombre étant un pixel sur un coté sombre de la
limite d’éclairement de la jonction X ;

de calcul d’au moins un rapport spectral carac-
téristique a partir des jonctions X identifiées en
réalisant un algorithme de décalage moyen sur
I'ensemble de rapports spectraux calculés ;
d’emploi de I'au moins un rapport spectral ca-
ractéristique pour identifier une limite entre des
zones de couleur ou d’intensité différente dans
I'image soit en tant que limite d’éclairement, si
le rapport spectral pour la limite est approxima-
tivement égal au rapport spectral caractéristi-
que, soit en tant que limite de matériau, dans le
cas contraire.

Procédé selon larevendication 1, dans lequel 'étape
d'identification d’informations de profondeur pour
'image est réalisée en enregistrant une image sté-
réo.

Procédé selon larevendication 1, dans lequel 'étape
d'identification d’informations de profondeur pour
image est réalisée en enregistrant une pluralité
d’'images a I'aide d’'une caméra vidéo mobile.

Procédé selon la revendication 2, comprenant I'éta-
pe supplémentaire d’emploi de I'image stéréo pour
calculer une carte d’écarts.

Procédé selon larevendication 4, dans lequel 'étape
d'identification de jonctions X dans 'image, en fonc-
tion des informations de profondeur, est réalisée en
fonction de la carte d’écarts.

Systéme d’ordinateur (10) qui comprend :

une CPU (12) ; et

une mémoire (16) stockant des fichiers d'image
(18) pour une scene ;

la CPU (12) étant agencée et configurée pour
exécuter une routine implémentant le procédé
de la revendication 1.
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340 342~
A Hypothesize arrangement shown
Given: 4 color measurements below:
A BCD A and B same material,
D and C same material

344~

/ Input: stereo image pair

346\ L/

Calculate and store
disparity map

[

/
/

348~ v

Retrieve depths Dp, Dg, D¢,
and Dp, from disparity map,
corresponding to color
measurements A, B, C, and D

FIG. 4
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350~ Y

The values Dy, Dg, D¢, and Dp,
must all be within a specified

percent of each other?

352~ )

A>f*BandD>f*C
for each color band, where
fis a scalar >= 1
354\ L ]

A > minimum value in any or
all color bands

D > minimum value in any or
all color bands

356~ v
Distance(A, D) > Threshold

358\ ]
A/D must be similar to B/C
Alternatively, (A-D)/(A+D) must be
similar to (B-C)/(B+C)

360\ Y

The spectral ratios B/(A-B) and
C/(D-C) must be similar (optionally
use normalized spectral ratios)

362\ v

The predicted spectral ratios must
be reasonable, as measured
by their saturation

364\ L
CVaIid X-junction if all tests pass)
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500~

/ Given: Image, X-junction parameters /

502~ Y

ldentify X-junctions in a part or the whole of an image.

504~ y

Calculate Spectral Ratio S = Dark/(Bright - Dark) for each
Bright/Dark pair in each X-junction found.
Store the results in an array.

506~ !

Execute a mean shift/clustering algorithm on the array
of spectral ratios.

908~ Y

Output is the spectral ratio for a part or
the whole of the image.

FIG. 5
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600~

Given: Spectral ratio
Standard edge image
Image area

y

602~ For each edge segment

Walk along the edge segment. At each step, select one or
more pairs of pixels or token regions. Each pair contains a pixel
or token region from each side of the edge.

604~ ¥

For each pair of pixels or token regions, calculate the spectral
ratio S = Dark/(Bright - Dark) or its normalized version.
Accumulate the set of ratios along the edge segment.

606

610

Material
Edge

Does
the accumulated set
of spectral ratios match the
given speoctral ratio

[llumination
Edge

FIG. 6
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700~ 702~
Input: stereo image pair Calcula_te first order tokens for
one image of stereo pair
708\ L 704\ z
Calculate and store Generate list of second order
disparity map tokens, S, from first order tokens
706\ ]

Select a second order token, T,
consisting of tokens A and B,
from list S

710\ L
Retrieve depths D and Dg from

—»{ disparity map corresponding to

tokens A and B in token pair T

712

IDa - Dgl
(Da + Dg)/2

Are
there more
second order tokens\NO
inlist S to

examine
?

> threshold

720~

Remove second order
token T from list S 716~

Store new second
order token list, Sy,04

718\ ]

( Done )

FIG. 7A
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800~

Given: List of tokens,
Input image area A
Maximum distance Dy«

Typical Values:
Dpnax = 10 pixels | 892 Y

At each image location X within A find all the unique
sets of N tokens within Dy, of X

804 \ L

Add each set of N tokens into an Nth-order token set,
avoiding duplicate entries

806\ L ]
(Output set of Nth-order tokens for the image area)

FIG. 7B
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900~
Aen: Set of Nth-order toch
Nth-order Nth-order
902~ v Token A Token B
Order the constituent tokens of each Token A4 Token B4
Nth-order token using a single color Token A Token B
channel . 2 . 2
For each Nth-order N *
---------- token | Token Ay Token By
904~ Y | For all (i, j) RR(A;, A)) = RR(B;, B:
I*=)

Find all other Nth-order tokens with | : o "
matching reflectance ratios and | : Forall (i, j) S(A;, By) = S(A;, B))
spectral ratios, as shown onright. |

E 906 Y L ]
: Accumulate the spectral ratios

calculated by each pair of matching
Nth-order tokens into an array.

Execute a mean shift algorithm on
the array of spectral ratios.

910~ v

Output is the spectral ratio for a
part or the whole of the image.

FIG.7C
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920~

922~

/wput: stereo image pair/é—>

Calculate first order tokens for
one image of stereo pair

928~ | 924N
Calculate and store / %&%ngifnaggsaoﬁ%y
disparity map first order token list
930~ ‘ 926~ Y

Retrieve depths Dp and Dg from
disparity map corresponding to
tokens Aand B

Select two adjacent tokens, A
and B, from token region graph

Yes

each other

938~

Calculate BIDR cylinder
encompassing RGB values of
tokens Aand B

940~ |

Select a token adjacent to
current linear megatoken set
from token graph

942~ v

Retrieve depth, Dy, from
~» disparity map corresponding
to new token

944

Is
Dy sufficiently
close to
Dy and Dg
?

932~ pre 934~ _"Are
Daand Dg No 'ther;e rrc}ore t\No
sufficiently close to 'y > palrtsoﬁeﬁsja)cen

examine

950~
Store linear
megatoken

there more
adjacent tokens
to examine

946~

Skip this token

954~

Add token region to
linear megatoken

Does
the new token's
RGB value lie within
the BIDR
cylinder

Yes

FIG. 8A

23



EP 2 104 907 B1

960~

Given: List of Token Regions
Maximum distance D
(e.g. D =20)

962\ ]

Find all perimeter pixels of all
token regions.

964\ ]

Let A be the next token region
in the list

966\ ]

For each perimeter pixel in 972
token A find the closest perimeter
pixel in every other token that is
within the maximum distance D

End
of token list

968~ |

For token A build a list of its Yes
neighbors by compiling all the
unique token IDs found in the
perimeter pixel matching step.

970~ v 974~ v

Store the list of neighbors for

token A in the token graph. Return Token Graph

FIG. 8B
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1002~

Separate one image from
stereo pair into an

illumination map and a
reflectance map

1000~
Input: stereo
image pair
1008~ y

Calculate and stor
disparity map

/

1004~ 4

Store
illumination map

1010\ ]

Y

Modify illumination map
using depth information
from disparity map

1006~

Y

Store reflectance
map

Multiply reflectance map by |

the new illumination map

1012\ ]

/ Store new image /

1014~
( Done )

FIG. 9A
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1200~

%iven: An image are/

1206~ ) 1202~ !
Calculate local spectral ratio Calculate token list and token
graph
1204\  /

Calculate neighbor relationships

1208~ |

Search for groups of tokens that
fit a BIDR cylinder.

1210\ ]
f Optionally filter the token groups )

'L using the local spectral ratio

1212\ ]
[ Optionally merge/cluster similar ]

or overlapping token groups

1214\ ]

For each token group, assume
all variation is due to illumination.

Estimate the direct illuminant or
assume it is white. Then calculate
the material color and the resulting

illumination field for each token.

1216\ L 4

< lllumination field and material)

field.

FIG. 9B
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