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Description

[0001] The present invention relates to a device for
measuring in three dimensions a topographical shape of
an object, said device comprising an arrayed confocal
imaging system having a light source provided for illumi-
nating said object and a light path diverging optical ele-
ment, provided for diverging a path of illuminating light
output by said light source and a path of reflected light
reflected by said object, said confocal imaging system
further comprises a confocal topographical mask provid-
ed for converting illuminating light coming out from said
light path diverging optical element into an array of small
spots, said confocal imaging system further comprises a
confocal objective provided for orienting said illuminating
light towards said object and said reflected light towards
said confocal topographical mask in order to form a con-
focal image, said device further comprises a photoelec-
tric sensor member provided to receive said reflected
light having passed said confocal topographical mask
and deflected by said light path diverging optical element
and to convert the latter light into an intensity value, said
device comprising also a scanning member on which said
confocal topographical mask is mounted, said scanning
member being provided for moving said confocal topo-
graphical mask over successive positions over a prede-
termined distance in order to modify a relative distance
in a predetermined direction between said object and the
object-position-in-focus, said device further comprises
an image processor connected to said photoelectric sen-
sor member and provided for forming a confocal re-
sponse signal and calculating said object shape from said
confocal images acquired at different relative distances
in said predetermined direction between said object and
the object-position-in-focus by said photoelectric sensor
member, said confocal objective being provided for map-
ping at successive object-position-in-focus said array of
small spots output at said successive positions.

[0002] Theinvention alsorelatestoamethodformeas-
uring in three dimensions a topographical shape of an
object.

[0003] Such adevice and method are known from EP-

A-0679864. In the known device and method the light
source outputs a path of illuminating light which crosses
the light path diverging optical element formed by a holo-
gram and a lens array and reaches the confocal topo-
graphical mask comprising a pinhole array. The path of
illuminating light which is formed by an array of small
spots after passing the mask, ends at the object to be
measured. At the location of the object the incident light
spots are reflected and the reflected light crosses the
mask to reach the light path diverging element. The latter
deflects the reflected light towards the photoelectric sen-
sor member, where the incident light is sensed and fur-
ther processed by the image processor in order to deter-
mine a three dimensional shape of the considered object.
In order to determine the third dimension, means are pro-
vided for modifying the relative distance in the z-direction
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between the object and the object-position-in-focus. In
the known device, the latter means are formed by a set-
up comprising a scanning member on which the confocal
topographical mask, the light path diverging optical ele-
ment, the sensor members and the confocal objective
are mounted. The movement of the whole set-up in the
z-direction causes the object-position-in-focus to shift in
the z-direction over a predetermined distance. Accord-
ingly the relative distance in the z-direction between the
object and the object-position-in-focus changes, thus en-
abling to determine the third dimension.

[0004] A drawback of the known device and method is
that the confocal topographical mask as well as the light
path diverging optical element, the sensor members and
the confocal objective are all moved together in the z-
direction in order to modify the relative distance between
the object and the object-position-in-focus. The move-
ment of such a relatively heavy set-up requires some
power and is not the most appropriate choice for high
speed on-line determination.

[0005] Itis an object of the present invention to realise
a device and/or a method for measuring, in three dimen-
sions, a shape of an object, which device uses an arrayed
confocal imaging system operative at high speed and
enabling a fast measurement. The above-mentioned ob-
ject can be attained by an apparatus/a method according
to the independent apparatus/method claims 1 and 17.
Preferred embodiments are subject of the dependent
claims.

[0006] For this purpose, a device according to the
present invention is characterised in that said confocal
objective is a 3D confocal objective mounted at a fixed
position within said device. By using a fixed 3D confocal
objective only the topographical mask is moved over the
successive positions. Since the topographical mask is
much lighter than the whole set-up, the movement re-
quires much less power than the one according to the
prior art. Consequently a faster movement is achieved
which is more suitable for high speed on-line determina-
tion. It should be noted that the prior art does not suggest
the skilled person to keep the confocal objective fixed.
On the contrary, the alternative embodiment illustrated
in figure 11 of the prior art teaches to keep the mask fixed
and to move a part of the confocal lens. Starting from this
prior art, the skilled person is thus led away from fixing
the confocal objective.

[0007] It should be noted that EP-A-485803 also de-
scribes a device for measuring in three dimensions a
topographical shape of an object. The present invention
however distinguishes over this prior art in that the con-
focal topographical maskis moved parallel to the incident
light beam, whereas in the latter prior art the object is
moved perpendicularly to the incident light beam.
[0008] Preferably said 3D confocal objective is being
designed in such a manner as to limit spherical aberration
and coma in order to keep imaging errors in said confocal
images at a maximum of two pixels. In order to obtain a
good image quality at the level of the image processor,
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some constraints have to be imposed on the confocal
objective. These constraints are met by setting a limit to
the spherical aberration and coma of the confocal lens.
[0009] Afirstpreferred embodimentofadevice accord-
ing to the invention is characterised in that said confocal
topographical mask is formed by a microlens array
mounted on said scanning member and said device fur-
ther comprises a single pinhole located at a focal point
of said photoelectric sensor member.

[0010] Preferably said illumination source comprises
a high-density LED array with a further microlens bonded
on top of it. In such a manner sufficient light intensity is
provided.

[0011] A second preferred embodiment of a device ac-
cording to the present invention is characterised in that
a linear polarizer is applied into said light path at an illu-
mination side of said diverging optical element on which
other side a quarter-wave plate and an analyser are ap-
plied. In such a manner "noise" light originating from re-
flections which do not contribute to the reflected light to
be measured, is considerably reduced.

[0012] A third preferred embodiment of a device ac-
cording to the present invention is characterised in that
said scanning member comprises a scanning signal gen-
erator provided for generating a series of scanning sig-
nals indicative of said successive positions, said scan-
ning signal generator being connected to said image
processor for supplying said scanning signals thereto,
said photoelectric sensormember comprising afirstarray
of sensing elements, said image processor comprises a
second array of processing elements, each processing
element of said second array being each time connected
to a number of sensing elements of said first array, said
image processor being provided for receiving each time
within a same series of scanning signals successive ones
of said intensity values, each of said processing elements
being provided for differentiating said successive inten-
sity values among each other and retaining those inten-
sity values forming said confocal response signal, said
image processor being provided for associating to those
intensity values forming said confocal response signal,
those scanning signals representing those positions hav-
ing led to said confocal response signal. By supplying
the scanning signals to the processing elements, the lat-
ter operate synchronously with the scanning member,
thus enabling a fast processing. The presence of a first
array of sensing elements and a second array of process-
ing elements enables to split the sensing of the incident
light and the processing of the sensed light, thus increas-
ing the total process speed and making the device even
more suitable for a fast measurement. By differentiating
the intensity values, the confocal response signal can be
retained as it has the highest intensity value. The amount
of data to be processed is therefor reduced. The shape
of the object can quickly be determined, since the scan-
ning signal, corresponding to the highest value, is easily
recognised due to the synchronous operation ofthe scan-
ning member and the image processor.
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[0013] A fourth preferred embodiment of a device ac-
cording to the invention is characterised in that a sam-
pling memberis mounted between said firstarray of sens-
ing elements and said second array of processing ele-
ments, said sampling member being provided for sam-
pling at a predetermined sampling rate, intensity values
generated by said sensing elements and output at par-
allel read-out gates thereof, each of said processing el-
ements having a memory element provided for storing
each of the intensity values sampled within a same series
of scanning signals, each of said processing elements
being provided for determining a maximum intensity val-
ue by interpolating the intensity values stored each time
in a same one of said memory elements. This enables
to reduce considerably the amount of intensity values to
be treated without substantially affecting the reliability.
[0014] Afifth preferred embodiment of a device accord-
ing to the present invention is characterised in that said
first and second array have at least a same number of
elements, each processing element being provided for
storing as a stored intensity value in an associated mem-
ory element an initial intensity value, said processing el-
ements being provided for comparing, under control of
each of the subsequent scanning signals, if the current
intensity value is higher than the stored intensity value
and for overwriting the stored intensity value if the latter
is lower than the current intensity value, said processing
elements being also provided for storing upon each stor-
age operation the current one of the scanning signals.
The highest intensity value is easily and quickly as well
as reliably determined.

[0015] Preferably said scanning member comprises a
voice-coil actuator connected to said confocal topo-
graphical mask and is provided for imposing a vertical
movement to said mask. A voice-coil actuator enables a
precise and reliable movement of the mask.

[0016] The invention will now be described in more de-
tail with reference to the drawings, showing different em-
bodiments of a device according to the present invention.
[0017] In the drawings :

figure 1 illustrates the optical principle as used in the
device according to the invention;

figure 2 illustrates the light intensity of the reflected
light incident on the sensor member as a function of
the movement of the mask for one sensing element;
figure 3 illustrates schematically the device where
the mask is formed by a microlens array and a single
pinhole;

figure 4 illustrates schematically the device where
use is made of a polariser, a quarter-wave plate and

an analyser;
figure 5 illustrates a possible confocal z-response
signal;

figures 6 and 7 illustrate embodiments of the image
sensing elements and processing elements;

figure 8 illustrates by means of a flowchart a method
for distinguishing a local and a global maximum from
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each other;

figure 9 illustrates schematically an objective as a
component of the device where use is made of a
two-part objective; and

figure 10 shows a table with an example of a memory
content.

[0018] In the drawings a same reference number has
been assigned to a same or analogous element.

[0019] The present invention relates to a device and
also a method for measuring, in three dimensions, a top-
ographical shape of an object, i.e. 3D surface profiles,
with a speed compatible to the one used in industrial
manufacturing processes. For on-line applications within
a manufacturing process, the time allotted for such a
measurement is about 0.1 sec and preferably less. The
objects to be measured generally have dimensions xyz
=50x50x 3 mm,wherein zindicates the height direction.
The required accuracy is in the few micron range, in par-
ticular when electronic components are considered. It
will however be clear that the present invention is not
limited to the examples given here before. Nevertheless
and for the sake of clarity, the referred example will be
used throughout the description.

[0020] The device according to the invention compris-
es an arrayed confocal imaging system. The basic prin-
ciple of a confocal imaging system is described in "con-
focal scanning optical microscopy and related imaging
systems" of T.R. Corle and G.S. Kino published by Aca-
demic Press 1996. A light point source, defined by a pin-
hole, is used to illuminate the object through an objective.
The light reflected from a point on the object is imaged
by the objective back to the pinhole. If the pinhole and
the spot on the sample point are at their confocal points,
the reflected light is efficiently passing the pinhole to a
detector located at the other side. If the object moves out
of focus, the confocal relation is not valid and the reflected
lightis defocused at the pinhole and hence does not pass
through it to a detector located on the other side.
[0021] The confocal imaging system is independent of
details of the surface profile, structure, texture, rough-
ness, reflectivity or colour variation and enables to be
implemented without mechanical xy scanning. Instead
of changing the optical path distance between the object
surface and the objective, the device according to the
invention keeps the optical path distance fixed but let a
confocal topographical mask move up and down in the
z-direction. Furthermore, the device uses a 2D image
sequence sensing and processing by means of a photo-
electric sensor member, preferably using CMOS tech-
nique and an image processor.

[0022] A basic problem overcome by the present in-
vention is to deal with an enormous data rate. As a nu-
merical example, assume 1000 x 1000 parallel confocal
array in xy. In order to achieve few micron accuracy
around 1000 or at least 100 images sectioning the 3 mm
z interval stated above are needed. In order to achieve
the maximum time of 0.1 sec, one needs to acquire and
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process said 100 to 1000 images within these 0.1 sec,
i.e. there should be dealt with a rate of 1,000 to 10,000
images/sec or more, each image comprising 1M pixels.
This is a data rate of 1-10 billion pixels per second min-
imum, preferably more. The present invention presents
asystem capable of acquiring and processing the images
with this data rate.

[0023] Figure 1 illustrates the optical principle as used
in the device and method according to the invention. A
light source 1 emits a light beam 10 provided for illumi-
nating an object 6. The light beam 10 crosses first a pro-
jection objective 2, provided to convert the light beam 10
into a parallel illuminating light beam 11. A light path di-
verging optical element 3, for example formed by a beam-
splitter, is placed into the light path of the illuminating
light beam 11 and is provided for diverging the light path
of beam 11 and a path 14 of light reflected by the object.
As can be seen in figure 1, the illuminating light beam 11
is not affected by element 3.

[0024] The illuminating light beam 11 illuminates in a
homogeneous manner a pinhole array 4, which is part of
a confocal topographical mask, provided for converting
the illuminating light beam 11 leaving element 3 into an
array of small spots. The pinhole array 4 comprises a
plurality of pinholes, for example a quadratic matrix of
1000 x 1000 pinholes, each having a diameter of 5 . on
a 50 x 50 mm plane i.e. with a pitch of 50 w. The small
spots emerging from each of these pinholes (for the sake
of clarity only a single spot has been designed) is focused
by means of a large aperture objective 5, in such a man-
ner, that a focused beam 13 is incident on the object 6.
Since those small spots are incident on the objective 5,
the latter maps them on the object. This objective 5 pref-
erably has telecentric properties to obtain identical illu-
mination properties across the objects xy-dimensions
(horizontal orientation within the drawing). If the z posi-
tions (vertical position within drawing) of pinhole array 4,
objective 5 and a surface point on the object 6 are such
that the arrangement is confocal, i.e. a spot is mapped
onto a sharp point at the specific object surface location,
a large amount of the reflected light from the object sur-
face 6 travels back the identical path, i.e. 13 and 12, into
the original pinhole. The light beam 14 emerging from
the other side of the pinhole 4 is deflected by beamsplitter
3 into a camera objective 7. The light is then focused 15
onto the photoelectric sensor member. The sensor 8 is
controlled and read out by image processor electronics 9.
[0025] If due to the surface profile of object 6 there is
no surface at the position of focal point, only very little
light will be reflected back into the pinhole by the out-of-
focus surface area 6. Therefore, the pixel within sensor
8 will receive maximum light and form the confocal re-
sponse signal at that relative location of pinhole array 4,
objective 5, and surface 6, where the confocal relation is
met (confocal optical principle). This is illustrated by the
solid line shown in figure 2.

[0026] In order to obtain the third dimension it will be
necessary to modify in a predetermined direction (the z-



7 EP 1 506 367 B1 8

direction in the illustrated example) the relative distance
between the object 6 and the object-position-in-focus.
[0027] Those meansfor modifyingthe relative distance
comprise a scanning member 16 on which the confocal
topographical mask 4 is mounted. The scanning member
16 enables an up and down movement, shown by arrow
17, of the mask or pinhole array. The scanning member
therefor moves the mask over successive positions in
the predetermined direction and over a predetermined
distance of for example 3 mm.

[0028] It has to be noted that in the device or method
according to the present invention only the confocal top-
ographical mask 4 is moved during the scanning move-
ment. The other components such as the objective re-
main fixed.

[0029] The scanning member further comprises a
scanning signal generator 18 provided for generating a
series of scanning signals indicative of the successive
positions reached by the mask during its movement. The
different scanning signals within a series of scanning sig-
nals thus represent the different positions. The scanning
signal generator is further connected to the sensor mem-
ber and the image processor in order to supply the scan-
ning signals to them.

[0030] As can be seen in figure 1, the objective 5 is
placed downstream, considered in the illuminating path
direction of the moving mask. Since the mask moves,
the array of small spots output by the mask will also move
in the predetermined direction. The objective 5 will thus
map the different small spots at different height onto dif-
ferent object-in-focus-positions of the object.

[0031] An advantage of changing the optical distance
between the confocal lens 5 and the mask 4 by means
of the scanning member, is that the mask has a lower
mass than for example the Nipkow disc described in US-
A 5,737,084. This lower mass enables a higher acceler-
ation resulting in a faster linear movement instead of a
rotation. Moreover, the device according to the invention
is easier to build because the working distance between
the confocal lens 5 and the object 6 remains fixed, since
the confocal lens 5 remains fixed within the device. The
scanning member is fully enclosed in the device and the
confocal lens can easily be changed for changing the
field of view.

[0032] Inthe present embodiment, the scanning mem-
ber is for example formed by a voice-coil actuator. Due
to the small mass of the pinhole array, a fast movement
is possible. Therefore, several mm may be traversed
within only a few milliseconds. This implements the fast
z-scanning required for in-line measurement in order to
achieve fast measurement times. Since a smaller aper-
ture objective 7 is used, all of the movement of pinhole
array 4 remains within the depth of focus, so that the
collection of light into sensor pixel 8 is not affected by
this movement.

[0033] The pinhole array undergoes preferably a con-
tinuous up or down movement, and each scanning signal
within that series corresponds to a particular z-position
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of the pinhole array 4.

[0034] Anilluminating light beam 10, output by the light
source, will thus cross the projection objective 2 and the
beamsplitter 3 in order to reach the mask 4. A spot be-
longing to light beam 12 and leaving one of the pinholes
will be focused by the objective 5. If the actual position
of the mask 3 during its movement and the point P on
object 6, on which the focused spot is incident, are in
focus, the focused spot will be totally reflected in point
P. If on the other hand they are not in focus, only a small
amount or even no light will be reflected. The reflected
light will then be diverged by the beamsplitter 3 and reach
the objective lens 7 and the sensor member 8.

[0035] Considering a fixed pixel within sensor member
8, the light intensity seen by this pixel will thus generally
be verylow. As an exception, when the confocal condition
between the z-positions of pinhole array 4, objective 5,
and surface 6 is met, the confocal response signal will
be formed because there will be a maximum of light seen
in this pixel. By recording the position of the pinhole array
4 at the point in time where a maximum light intensity is
observed by the sensor pixel 8, a measurement of the
corresponding z co-ordinate of surface point P is
achieved. The intensity as a function of z-position 16 seen
by a given pixel could look like the solid line shown in
figure 2.

[0036] Instead of using a pinhole array for the confocal
topographical mask 4, it is also possible to place a mic-
rolens in each pinhole, facing the side of the light source.
This would improve the light efficiency of the device. The
microlenses would focus all incident light into the pin-
holes and collimate all lightreturning through the pinholes
into the sensor direction. Insufficient collimated light, light
incident between the microlenses or noise light reflected
by the object or optical elements downstream of the pin-
hole array could be blocked by the latter array.

[0037] According to an alternative embodiment the
confocal topographical mask is formed by a microlens
array at the position of the pinhole array 4. In this em-
bodiment a single pinhole 20 is located at the focal point
of the camera objective 7-1 and 7-2, as shown in figure
3. Any ray of light 25 not passing through the microlens’
focal point would hit that single pinhole plate 20 outside
the pinhole and not reach the sensor. For the purpose of
this discussion, the camera objective, figure 3, is imag-
ined as a two-stage objective, the first half 7-1 imaging
onto the focal point and the second half 7-2 from the focal
point to the sensor member 8 (telecentric objective). The
limited aperture of this objective replaces the function of
the array of pinholes at the microlens plate. If microlenses
are used, the pinhole array could be omitted since the
small acceptance range of the microlenses arising from
the small numerical aperture of the illumination/camera
objectives would serve as effective pinholes.

[0038] As explained in the latter section, the light
source defining light filtering and detecting element de-
fined by microlenses, eventually combined with addition-
al pinholes, can have many (static and non-static) con-
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figurations of which a few have been described. Itis used
as a scanning member to determine the confocal topog-
raphy of the object’s surface.

[0039] The confocal objective 5 has to be suitable to
operate over the whole optical scan such as realised by
the scanning member over a 3D volume with a depth of
about 3 mm in order not to affect the image quality. This
requires an appropriate designedlens 5, which is capable
to keep lens distortions low within a 3D volume. Lenses
are usually designed for optimal distortions within a 2D-
plane orthogonal to the optical axis and at a fixed optical
distance from the lens. Scanning an object’s surface is
therefore mostly done by moving the object in the z-di-
rection or by changing the optical distance between ob-
ject and objective lens.

[0040] The confocal objective 5 used in the device or
method according to the present invention is therefor
formed by a 3D confocal objective. Sharp imaging of a
flat 2D object requires the fulfilment of the Abbe sine con-
dition. In ideal paraxial geometrical optics an infinite ob-
ject volume can be adequately mapped into an infinite
image volume. However this property can not be main-
tained for larger numerical apertures, except for a mag-
nification equal to one. These conditions are described
in the article "The Abbe sine condition and related imag-
ing conditions in geometrical optics" of Joseph Braat,
Fifth International Topical Meeting on Education and
Training in Optics, Delft, 1997. The latter article being
incorporated by reference within the present description.
[0041] In order to achieve a suitable large 3D volume
imaging at larger numerical apertures, it would be nec-
essary to comply with the Abbe sine condition as well as
with the Herschel condition. This is however contradic-
tory except for the case of magnification equal to one.
For practical purpose however some spherical aberration
is acceptable. Detailed numerical simulation shows that
up to magnification of +/- 5 and numerical apertures of
+/- 0.3, the spherical aberration and coma can be kept
sufficiently small in order to keep imaging errors up to a
maximum of two pixels at the level of the sensor.
[0042] Referring back to the Braat article, the con-
straints to be imposed on the 3D confocal lens 5 can be
derived by optimising the axial and lateral extent of the
imaging volume as expressed in equation (19) of the ar-
ticle,in such amannerthat coma and spherical aberration
remain within the set limit. The optimisation can be
achieved by computer simulation. The parameters which
are available for tuning are the maximum numerical ap-
erture and the wavelength of the used light source. A
larger wavelength is favourable in order to maximise the
imaging volume of a 3D confocal objective.

[0043] An alternative embodiment consists of using a
set of two 2D-optimized standard lenses and fixed posi-
tions for the microlens plate 4 and the object 6. Such a
two stage confocal lens is shown in figure 9 and com-
prises a moving part 70, having a focal length f1, and a
fixed part 71, having a focal length f2, with a telecentric
aperture 72 in between. Such a set-up is able to scan

10

15

20

25

30

35

40

45

50

55

the object’s surface by moving the lens 70 closest to the
object i.e. by changing the optical distance between the
object and the lens 70. The light reflected back from the
object’s surface is converted into a collimated beam by
this lens 70. This collimated reflected beam can be im-
aged by the second lens 71, fixed in position, onto the
fixed microlens plate 4. Advantages of such a confocal
lens set-up are that a very simplified optical design
(standard 2D optimized lenses can be used) is obtained
when compared with a single 3D confocal lens, a fixed
object position and fixed microlens position. This is how-
ever at the expense of a higher mass which has to be
moved and which movement is outside the device and
is therefor exposed to the environment. Furthermore, it
is more difficult to exchange the lenses if for example
different field-of-views would be required.

[0044] Inthe embodiment shown in figure 9 the confo-
cal topographical mask is formed by a microlens array
comparable to the oneiillustrated in figure 3. Consequent-
ly with the embodiment of figure 9, an analogous set-up
as the one illustrated in figure 3, is chosen for the camera
objective (not shown), i.e. a single pinhole located be-
tween a two-stage objective.

[0045] The device is very demanding regarding light
energy. The amount of light to be supplied increases with
the speed at which the object is displaced, i.e. shorter
exposure times, and with the volume to be inspected.
Furthermore, the amount of "signal” light i.e. the light re-
flected from the surface of the object and reaching the
sensor member 8 by the optical path designated by 13,
12, 14 and 15, strongly depends on the reflective prop-
erties of the object. The required maximum amount of
light power for the collimated light beam 11, taking into
account light losses at various components of the optical
path, can be of the order of a few tens of Watt under the
above mentioned requirements of inspection speed and
volume. Due to the requirement for very low stand-still
times, the integration time at which the sensor member
has to operate is short, so a high light intensity is required
to overcome this problem.

[0046] A common light source used in the prior art is
a Halogen bulb. However, an extremely intense light
source (several hundreds of Watt) would be required to
deliver the required light energy. Only a small part of the
emitted light can be used to produce a proper collimated
lightbeam 11.In order to provide well-defined focal points
at the microlenses 4, the numerical apertures of the illu-
mination optics as well as the camera optics should be
rather small, around 0.01. Such highly inefficient light
source would suffer from low operating lifetime.

[0047] Another alternative design for a light source 1
would be a high-density LED array. This is manufactured
by means of bonding bare LED dies onto a substrate,
which in turn is bonded onto a heat sink. In this manner
a very large number, e.g. 10,000 LED dies can be put
into a 50 mm by 50 mm area, providing the very large
light intensity required. To increase the light efficiency of
this source a second microlens plate can be bonded atop
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the LED array, using a transparent adhesive or molding
substance. This would serve to collimate a larger fraction
of the light emitted by the LEDs in the measurement path.
[0048] A third alternative light source, providing even
higher light intensities and efficiencies is an array of laser
diodes with the light coupled into a fibre-optic bundle.
The other end of the bundle would serve as a high-inten-
sity light point source, which can effectively be converted
into a properly defined collimated beam. Laser speckle
is however a disadvantage introduced by most common
laser sources. The coherence of the light output source
can be reduced by using an array of individual gain-guid-
ed diode laser sources, by allowing controlled but rela-
tively large temperature variations of the lasing media
(resulting in a broader wavelength range) and coupling
the light into a fibre bundle, which allows efficient mixing
of the different light ray path lengths.

[0049] Other possibilities to further reduce the coher-
ence of the light emitted by the source would be a current
modulation applied to the laser diodes to induce mode-
hopping or by attaching a piezo- or voicecoil vibrator to
the fibre bundle and shake it. This continuous movement
of the fibre bundle would also change the path lengths
of the light rays. The frequency range is selected such
that sufficient averaging is obtained during the time that
one z-slice is recorded. During the image exposure time,
i.e. during the recording of one complete movement of
the scanning member, the voice-coil actuator 16 moves
continuously in the z-direction. The image is formed by
light integration in the camera 8, 9 and this, itself, already
constitutes a phase averaging.

[0050] A maijor source of "noise" light consists of un-
wanted reflections from the various elements in the op-
tical path. A significant portion of the noise light originates
from the reflection at the microlens and/or pinhole array
4. This source of noise light can be eliminated as illus-
trated in figure 4 by using a linear polariser 21 in the
illumination path following the objective 2 a quarter-wave
(A/4) plate 22 on the object side of pinhole array 4 and
an analyser 23 in the camera light paths. The polariser
21is positioned at the illumination side of the beamsplitter
3. It produces linearly polarised light, e.g. in the y-direc-
tion.

[0051] The beamsplitter can be optimised by means
of a proper optical coating to be highly transmissive for
light polarised in the y-direction and strongly reflective
for light polarised in the x-direction. Reflection preserves
the polarisation direction. Reflected light from optical el-
ements downstream of the polariser 21 and before the
quarter-wave plate 22 is linearly polarised in the y-direc-
tion. Because the beamsplitter is made highly transmis-
sive for this polarisation, it will not significantly reflect to-
wards the camera 8, 9.

[0052] The linear analyser 23 in front of the camera,
having optimal transmission properties for light polarised
in the x-direction, will further reduce the light with this
polarisation. Light reflected from the surface of the object
is circularly polarised by the quarter-wave plate 22. Part
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of this light travels back along the path 13 and will pass
the quarter-wave plate a second time but in opposite di-
rection. The signal light will undergo a polarisation
change from circular to linear in the x-direction. The
beamsplitter 3 will efficiently reflect this light towards the
camera 8, 9. The reflected light has the proper orientation
in polarisation to pass the analyser with minimal attenu-
ation. This set-up (polariser, beamsplitter, quarter-wave
plate and analyser) would serve to reduce unwanted re-
flections directly from the illumination side of the micro-
lens array or pinhole array 4 into camera 8,9 and enhance
the signal-to-noise ratio. Polariser and analyser could be
combined within the beamsplitter 3.

[0053] Furtherreduction of unwanted reflection can be
achieved by:

arranging the various optical elements with a small
deviation from perpendicular to optical axis;

by applying anti-reflective coatings to the optical el-
ements.

[0054] Another source of noise is cross-talk between
light from neighbouring pinholes or microlenses. Its effect
can e.g. be reduced by the use of a small aperture ob-
jective 7 in front of the camera.

[0055] Returning to figure 1, the processing of the light
reflected by the object 6 is realised by the sensor member
8 and the associated image processor 9. Although the
operation of the sensor member 8 and the image proc-
essor 9 will be described by referring to reflected light
obtained as described here before, it will be clear that
the sensor member and the image processor could also
be used for processing reflected light obtained by another
confocal imaging system. The sensor member and the
image processor have to deal with the reflected light leav-
ing each of the pinholes or microlenses of the mask 4.
In the numerical example of a 1000 x 1000 pinhole array
matrix the sensor member 8 would need an array of 1000
x 1000 sensors, preferably formed by CMOS sensors, in
order to simultaneously handle the reflected light. More-
over, since the mask 4 is moving, a sequence of 100 to
1000 z-slice images are generated during a single sweep
operation of the scanning member. Since the whole scan-
ning path of the mask 4 is about 3 mm long, this operation
can easily be achieved within 100 msec, leading to a data
rate of 1 to 10 billion pixels per second to be processed
by the image processor. Even faster acquisition is pos-
sible in conjunction with still higher data rates, probably
another factor of 10 can be achieved with a fast actuator
and an extremely intense light source, requiring 10-100
billion pixels per second data rates. In this example a 1:1
objective 5 is assumed.

[0056] In order to process the different images ac-
quired during a scanning operation of the mask, the pho-
toelectric sensor member comprises a first array of sens-
ing elements 8,4 - 8,,, and the image processor com-
prises a second array of processing elements 9 as shown
infigures 6 and 7. Each processing element of the second
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array being each time connected to a number of sensing
elements of the first array. In the example illustrated in
figure 6, there is a 1-1 relation between the sensing ele-
ments 8;; (1<i<n; 1<j<m) and the processing elements 9;,
i.,e. to each sensing element there is connected a
processing element, whereas in the example illustrated
in figure 7 each processing element 9-I (1<I<p) is con-
nected to a group of sensing elements.

[0057] Consider now each pixel produced by a reflect-
ed light beam incident on one of the sensing elements
independently and assume one processing element for
each pixel. In this case during one scan of the scanning
member 16, this pixel will see low light intensity most of
the time and one maximum of intensity somewhere within
the time interval used for the z-scan, approximately 100
msec as an example. The processing requires the deter-
mination of the point in time during the scan where the
maximum occurred and thus where its confocal response
signal was formed. The result per pixel is not any grey-
value or light intensity, but the timestamp indicating when
the maximum occurred. The timestamp is indicative for
the scanning member position. For each pixel, there is
sufficient time for processing: assuming 1000 z-slices,
the data rate is of only one value per 100 psec, or 10
kHz since each pixel is considered independently. In es-
sence, 1 million parallel processing elements are used
in order to deal with the 10 billion pixel per second data
rate. Due to the high z-sampling rate no special algorithm
(e.g. interpolation) is required to determine the z-position
at maximum intensity with an accuracy of a few microns.
[0058] There are many ways to implement this parallel
processing. What is required is that the scanning signal
generator 18 supplies the generated scanning signals to
the processing elements 9. The scanning signal gener-
ator comprises for example a clock or time register and
the clock pulses output by this clock are converted into
scanning signals enabling a time controlled movement
of the scanning member 16. By supplying the scanning
signals to both the processing elements and the scanning
member, the processing elements can follow the move-
ment of the mask and establish a link between an ob-
tained maximum light intensity and the position of the
mask. The scanning signal is for example supplied in the
form of a digital signal, for example a 10 bit signal, ena-
bling to identify at least 1000 z-positions of the mask.
[0059] A possible processing algorithm executed by
each image processing element comprises for example
the following steps :

1. Initialise running maximum to zero or another in-
itial intensity value and store as a stored intensity
value the initial intensity value into a memory ele-
ment of the processing element;

2. Under control of each of the subsequent scanning
signals within a same series of scanning signals,
compare the stored intensity value with the intensity
value currently supplied by the sensing member. In
the present example the comparison is executed
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every 100 psec. The comparison itselfis forexample
realised based on a greyvalue;

3. If the current intensity value is higher than the
stored one, the current intensity value is stored into
the memory element overwriting thereby the stored
value. Each time a storage operation is performed
subsequent to a comparison, then the current scan-
ning signal is also stored in order to timestamp the
stored intensity value. If on the other hand the current
intensity value is lower, or even equal, to the stored
one, then the stored intensity value remains un-
changed;

4. Atthe end of the scan, the stored scanning signals
are readout from each of the processing elements.
Since those scanning signals correspond to the po-
sition where a maximum intensity value was ob-
tained, the position of the different points on the ob-
ject is easily determined;

5. Optionally the stored maximum intensity values
could also be readout. This would provide a standard
video image of the object surface 6, taken under tel-
ecentric light condition.

[0060] There are several possibilities to physically im-
plement the processing elements and the sensor ele-
ments. However at least 1000 processing elements
would be required. With a data rate of one pixel per 100
nsec i.e. 10MHz, the greyvalues of the pixels of one col-
umn could be processed. A digital processor with a clock-
rate of a few hundred MHz operating with a data memory
of 1000 running maximum values and 1000 timestamp
registers would perform the algorithm described here be-
fore. By using a higher pixel clock rate than 10 MHz, it
would be possible to have several columns of the sensing
elements share a same processing element.

[0061] Other implementations could also be used. For
example instead of storing the maximum intensity value
as a digital value, an analogous storage could be con-
sidered such as for example a voltage stored in a capac-
itor. The incoming pixel greyvalue corresponding to the
light intensity would then also be supplied as a voltage
value. The comparison operation such as presented un-
der step 2 would then be executed as an analogue volt-
age comparison. The storage of the scanning signal pro-
viding the timestamp could be dynamic, i.e. one capacitor
per bit. The decision step (3) would then be implemented
as a set of switches controlled by the comparator. If the
running maximum is to be updated, the switches lead the
current of the running greyvalue to the capacitor and the
current scanning signal to the local timestamp registers.
[0062] An alternative approach to the method de-
scribed here before and using an intelligent CMOS sen-
sor, is to use a parallel-readout very fast standard CMOS
sensor without on-chip processing. This alternative is il-
lustrated in figure 7. Assuming for example 64 parallel
readout channels with a rate of 50 MHz each, the cumu-
lated data rate is 3.2 billion pixels per second. In the
present context this is to be regarded as rather slow.
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Using this sensing principle, one would weaken the con-
focal principle by reducing the numerical aperture of ob-
jective 5. This would result in a broader maximum of light
intensity per pixel as a function of z position of pinhole
array 4, for example like the dotted curve in figure 2. Due
to the broader maximum, less dense sampling of z-po-
sitions would be feasible, with computational interpola-
tion in between sampled z-position in order to achieve
the desired few micron accuracy. Here, with about 100
samples at 30 . z-spacing due to numerical interpolation
one could also achieve few micron accuracy. Taking 100
samples at 3.2 billion pixels per second takes about 32
msec. This is compatible with the requirements of in-line
measurement. The drawback of this method is the enor-
mous volume of electronic equipment required to deal
with the 64 parallel readout channels : 64 digitizers, 64
memory banks, and 64 processors are needed to do the
required maximum calculation and interpolation. That is,
one essentially needs 64 complete image processing
systems; otherwise, the processing of 100 million pixels
required in this approach would take too much time vio-
lating the requirements for in-line measurement. This
complexity could be traded against acquisition time. With
16 channel parallel readout in above example 128 msec
can stillbe achieved which is quite acceptable. The mem-
ory banks have to contain the data which are required
for the numerical interpolation for each separate pixel.
The size of the memory banks can be limited by storing
only the intensity values in the neighbourhood of the max-
imum intensity, the maximum intensity itself and the
timestamp (only 1 byte in this case because the number
of z-slices is 100) corresponding to the maximum value
for each pixel.

[0063] Suppose thatfive sample points (pixel greyval-
ues for different z positions) are used as data enabling
an interpolation in order to obtain a maximum intensity
value corresponding to the surface z-value. Because the
scanning member operates mechanically, the pixel val-
ues arrive as a time sequence. Assume a z-scan of 100
images, the five sample points need to be found around
the global maximum intensity value within the series of
hundred values, independently for each x-y pixel loca-
tion.

[0064] Figure 5 illustrates an example of a confocal z-
response curve for a single xy-pixel. As can be seen in
this figure 5, there is a local maximum at z1 preceding
the global maximum at z2 within the scan sequence. Be-
cause of side-lobes in the confocal response curve such
local maximum are not exceptions and should be dealt
with.

[0065] Since the time sequence corresponds to the z
sequence or scanning direction, it may happen that five
greyvalues (a - e) and their corresponding timestamp (z1)
are stored in the memory whereas they correspond to
the local and not to the global maximum. The subsequent
two greyvalues (f and g) cause then a problem as it is
not clear whether they belong to the global maximum or
not. If they would not belong to the global maximum they
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could simply be ignored because they have a lower value
than the greyvalues b, c or d. However if the greyvalue
of f and g is required because they are part of the global
maximum (f - k, z2), then they can’t be ignored. Thus
even if only five sample points are used, itis nevertheless
necessary to foresee at least nine memory addresses
(A,B,C,D,E,F,G,ZJ)five (A,B, C, D, E) for the current
running local maximum, two (F, G) for the last two in the
time sequence and one for a z-bit (Z) and another one
(J) for a history flag as will be described hereinafter. The
image processing member further needs an image se-
quence counter i which is common for all xy pixels within
the field-of-view.

[0066] The processing applied by the image processor
uses an algorithm which is illustrated in figure 8 and will
be described by using table | shown in figure 10.
[0067] Asiillustrated in figure 8, the algorithm compris-
es the following steps:

50.NSS : eachtime a new series of scanning signals
is started, the algorithm is initialised by each of the
image processing elements.
51.A=...=J=0;i=0:each of the memory storage
locations, A, B, C, D, E, F, G, Zand J, as well as the
image sequence counter i are set to an initial value
for example 0. This is illustrated in the second row
of table I.

52 RDGV = p: the actually supplied greyvalue p,
such as supplied by the sensing element is read by
theimage processing elementfor further processing.
53i=i+1:the counteriis incremented by one unit
as illustrated in column 1 of table I.

54 RDC : the value stored at memory location c is
read.

55 p > cont c : the actual greyvalue p is compared
with the greyvalue stored at memory location c. If p
has a higher value (y) than the one stored at memory
location c, then there is stepped to step 56. If on the
other hand p has a lower or an equal value (N) than
the one stored at memory location c, then step 57 is
executed.

56 ST NM : because the actual greyvalue p was high-
er than the one stored at memory location c, this
signifies that probably a new maximum value has
beenrecognized, which implies a write operation into
the memory location c. The following write operation
is then perfformed A=F,B=G,C=p,Z=1i,J =2,
F = G and G = p. More details about this particular
operation as well as of other write operations de-
scribed in the subsequent steps will be given in the
example described hereunder and referring to figure
5 and table I.

57 STNNM : because the actual greyvalue is lower
than the one stored in memory location c, this actual
greyvalue can not be considered as a maximum. The
following write operation is then performed F =G, G
=p.

58 J = 27 : there is verified if J = 2, indicating that
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during the preceding storage step a presumed max-
imum was found.

59 ST1: p is stored in memory location D (D = p)
and Jis decremented (J =J - 1) if during step 58 J = 2.
60 ST2: p is stored in memory location E (E = p)
and J is decremented J = J - 1 if during step 58 J = 2.
61 LST SC? : there is verified if the actual scanning
signal was the last one of a series of scanning sig-
nals.

62 STP : the routine executing the algorithm is fin-
ished if the actual scanning signal was the last one
of the series.

[0068] Referring back to figure 5 and row three of table
I, one can observe that if the actual received value p =
a, i.e. the first greyvalue shown in figure 5, the counter i
=1 since it is the first pixel value received. As at storage
location C a greyvalue 0 is stored (C=0)andasa >0
(step 55), step 56 is executed. This means that at storage
location C, the value ais stored (C = a). The values stored
at F and G are shifted to A and B respectively, i.e. A= 0,
B = 0. As a maximum is presumed J = 2 and the value
stored at G is shifted at F, i.e. F = 0 whereas the actual
greyvalue a is also stored at G (G = a). The fact that G
is shifted at F and G = p is to enable to make a distinction
between a local and a global maximum. Therefor, be-
sides the five memory locations A to E, also F and G are
reserved. Finally Z = 1 indicating that at the first one of
the scanning signals a maximum is presumed.

[0069] The next greyvaluei.e. greyvalue b is now con-
sidered and counter i is incremented to i = 2 as is shown
in the fourth row of table I. Since C = a and since b > a
(step 55) the greyvalue is stored at C respectively G is
overwritten by b (C =b). Greyvalue a stored at G is stored
atB (B =a)andF =a.As greyvalue bis again a presumed
maximum Z =iand thusZ=2and J = 2.

[0070] At the fifth row of table | the subsequent grey-
value c is considered. As C = b and ¢ > b an analogous
operation as described here before is executed leading
0:i=3,A=a,B=b,C=c,F=b, G=cZ=3,J=2.
[0071] The subsequent greyvalue d (see the sixth row
of table 1) will now be considered. Counteriis settoi =
4 and since C = c and d < c (see figure 5), d is not con-
sidered as a maximum and therefor there is stepped to
step 57 where F = Gand G =p, i.e. F=cand G =d.
Subsequently at step 58 there is established that the ac-
tually stored value at J = 2 so that there is switched to
step 59 where D = p as subsequent greyvalue and J = J
- 1 leading to D = d and J = 1. As no new maximum
greyvalue is found, Z remains unchanged.

[0072] Greyvalue e following greyvalue d is also small-
erthan greyvalue c stored at memory location C. Therefor
step 57 is again executed leadingto F =d and G = e.
However at step 58, there is now established that J = 2
(J =1) so that there is continued with step 60. At this step
Jis decremented to J = 0 and E = e as subsequent grey-
value. Again Z remains unchanged as no new maximum
is recognised.
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[0073] Reaching the next greyvalue f (i = 6) there is
established thatf<csothat F=eand G=f. AsJ =2
and J = 0, J is not further decremented since only two
greyvalues beyond the actual maximal value (c in the
present example) are considered. J has a flag function
enabling to identify the position of the considered grey-
value with respect to the actual maximum. Byte Z remains
further unchanged as no new maximum is recognised.
[0074] The subsequent greyvalue to be considered is
g (i=7). Although g >f, g is still smaller than the greyvalue
c stored at C. Therefor F =f, G =g, J =0 and z remains
Z =3 (steps 57, 58 and 60). Reaching however greyvalue
h (i = 8) this greyvalue is larger than greyvalue c stored
at memory location C, so that at step 55 there is switched
to step 56 leadingto: A=f,B=g,C=h,J=2,F =g,
and G = h. Since a new maximum is found, Z has to be
adapted to Z = 8.

[0075] The subsequent greyvalue J (i = 9) is smaller
than h, the actual maximum stored at memory location
C. At step 57 F = h and G = j and at step 58 there is
established that J = 2. Therefor there is switched to step
59whereJ=2-1ordJ=1andD=j.ZremainsZ=8is
no new maximum recognised. Finally with greyvalue k (i
=10)thereis established thatk <h and thatJ =2. Therefor
JisdecreasedtoJ=0and F=j,G=kand E = k.
[0076] This signifies that at locations A to E the grey-
values f to k representing the global maximum are now
stored and not a to e representing a local maximum. The
present algorithm thus enables to recognise a local and
a global maximum from one another and retain only the
global maximum as confocal response signal. Moreover,
by the storage of the Z value it is possible to retain also
that scanning signal among the considered series that
has led to the considered maximum and thus to deter-
mine the position of the mask and derive therefrom the
required Z position of the object 6.

[0077] Once the scanning operation is determined and
the necessary greyvalues are stored in the memory lo-
cations A to E and the maximum at 2, an interpolation
operation is required to obtain the correct maximum val-
ue. Different algorithms can be used for this purpose.
One possible algorithm is power-weighted-center-of-
gravity

where u represents the grevalues gv stored at the five
memory locations AtoE (A=1, ..., E=5).

[0078] This method provides similar output as the one
using a processing element per sensing element. For
each pixel one byte for the maximum intensity value and
two bytes for the corresponding interpolated z-position
(2 bytes are required because of the interpolation). Sim-



19 EP 1 506 367 B1 20

ilar to the previous method, two maps can therefor be
transferred to an image processing board, that can be
situated externally or also integrated within the camera
itself. One map contains the maximum intensity values
for each pixel and another map contains the surface to-
pography.

[0079] Another possible variation is the additional use
of a 3D camera as a standard 2D camera. It might be
considered useful that one could disregard the maximum
formation and simply integrate pixel intensities over some
time period corresponding to a standard integrating
CMOS camera. Within one and the same mounting po-
sition within some manufacturing equipment one could
thus acquire 2D or 3D images as desired.

[0080] The opposite choice also is possible. If readout
of maximum greyvalue as discussed above is undesira-
ble (for silicon layout or other specific implementation-
related reasons for example) and the intelligent CMOS
sensor would produce only the position of maximum, one
could add a second beamsplitter into the arrangement
of fig. 1 and add a standard CMOS or CCD camera after
this second beamsplitter. This camera would integrate
light over the time of the entire z-scan. In this way the
standard 2D image is obtained by this extra standard
camera.

[0081] A further variant of the measurement device is
obtained if light source 1 is replaced by a light source
close to the object 6. In this case the set-up loses its
confocal property and becomes a "depth through focus"
sensor. Also, the image comprised of the maximum grey-
values during the z-scan corresponds to the normal 2D
image for this second form of illumination. This might be
useful since in this way images of object 6 may be ac-
quired with differing types of illumination.

Claims

1. A device for measuring in three dimensions a topo-
graphical shape of an object (6), said device com-
prising an arrayed confocal imaging system having
alight source (1) provided for illuminating said object
(6) and a light path diverging optical element (3),pro-
vided for diverging a path (11) of illuminating light
output by said light source (1) and a path (14) of
reflected light reflected by said object (6), said con-
focal imaging system further comprises a confocal
topographical mask (4) provided for converting illu-
minating light coming out from said light path diverg-
ing optical element (3) into an array of small spots,
said confocal imaging system further comprises a
confocal objective (5) provided for orienting said il-
luminating light towards said object (6) and said re-
flected light towards said confocal topographical
mask (4) in order to form a confocal image, said de-
vice further comprises a photoelectric sensor mem-
ber (8) provided to receive said reflected light having
passed said confocal topographical mask (4) and
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deflected by said light path diverging optical element
(3) and to convert the latter light into an intensity
value, said device comprising also a scanning mem-
ber (16) on an which said confocal topographical
mask (4) is mounted, said scanning member (16)
being provided for moving said confocal topograph-
ical mask (4) over successive positions over a pre-
determined distance, said device further comprises
an image processor (9) connected to said photoe-
lectric sensor member (8) and provided for forming
a confocal response signal and calculating said ob-
ject shape from said confocal images acquired at
different relative distances in said predetermined di-
rection between said object (6) and a object-position-
in-focus by said photoelectric sensor member (8),
said confocal objective (5) being provided for map-
ping at successive object-position-in-focus said ar-
ray of small spots output at said successive posi-
tions, characterised in that said moving said con-
focal topographical mask (4) over successive posi-
tions over a predetermined distance modifies a rel-
ative distance in a predetermined direction between
said object (6) and the object-position-in-focus and
said confocal objective (5) is a 3D confocal objective
mounted at a fixed position within said device.

Device as claimed in claim 1, characterised in that
said 3D confocal objective (5) is being designed in
such a manner as to limit spherical aberration and
coma in order to keep imaging errors in said confocal
images at a maximum of two pixels.

Device as claimed in claim 1 or 2, characterised in
that said confocal topographical mask (4) is formed
by a microlens array mounted on said scanning
member (16) and said device further comprises a
single pinhole (20) located at a focal point of said
photoelectric sensor member (8).

Device as claimed in claim 3, characterised in that
said single pinhole is located at a focal point of a two-
stage camera objective (70, 71) placed in front of
said photoelectric sensor member (8), said single
pinhole (20) being mounted between said two-stage
camera objective (7-1, 7-2).

Device as claimed in claim 3 or 4, characterised in
that said single pinhole is located in an optical path
of said reflected light between a two-stage objective
forming a sensor objective.

Device as claimed in claim 1, characterised in that
said confocal topographical mask (4) is formed by a
pinhole array, each pinhole being provided with a
microlens.

Device as claimed in anyone of the claims 1 to 6,
characterised in that said light source (1) compris-
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es a high-density LED array with a further microlens
bonded on top of it.

Device as claimed in anyone of the claims 1 to 7,
characterised in that said light source (1) compris-
es an array of laser diodes having an output coupled
into a fibre-optic bundle.

Device as claimed in anyone of the claims 1 to 8,
characterised in that a linear polarizer (21) is ap-
plied into said light path (11) at an illumination side
of said diverging optical element (3) on which other
side a quarter-wave plate (22) and an analyzer (23)
are applied.

Device as claimed in anyone of the claims 1 to 9,
characterised in that said scanning member (16)
comprises a scanning signal generator provided for
generating a series of scanning signals indicative of
said successive positions, said scanning signal gen-
erator being connected to said image processor for
supplying said scanning signals thereto, said photo-
electric sensor member comprising a first array of
sensing elements, said image processor comprises
a second array of processing elements, each
processing element of said second array being each
time connected to a number of sensing elements of
said first array, said image processor being provided
for receiving each time within a same series of scan-
ning signals successive ones of said intensity values,
each of said processing elements being provided for
differentiating said successive intensity values
among each other and retaining those intensity val-
ues forming said confocal response signal, said im-
age processor being provided for associating to
those intensity values, forming said confocal re-
sponse signal, those scanning signals representing
those positions having led to said confocal response
signal.

Device as claimed in claim 10, characterised in that
a sampling member is mounted between said first
array of sensing elements and said second array of
processing elements, said sampling member being
provided for sampling at a predetermined sampling
rate said intensity values and output at parallel read-
out gates of said sensing elements, each of said
processing elements having a memory element pro-
vided for storing intensity values sampled within a
same series of scanning signals, each of said
processing elements being provided for determining
a maximum intensity value by interpolating the in-
tensity values stored each time in a same one of said
memory elements.

Device as claimed in claim 10, characterised in that
said second array has at least a same number of
elements as said first array, each processing ele-
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14.

15.

16.

17.
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ment being provided for storing as a stored intensity
value in an associated memory element an initial in-
tensity value, said processing elements being pro-
vided for comparing, under control of each of the
subsequent scanning signals, if the current intensity
value is higher than the stored intensity value and
for overwriting the stored intensity value if the latter
is lower than the current intensity value, said
processing elements being also provided for storing
upon each storage operation the current one of the
scanning signals.

Device as claimed in anyone of the claims 1 to 12,
characterised in that said scanning member (16)
comprises a voice-coil actuator connected to said
confocal topographical mask (4) and provided for im-
posing a linear movement to said confocal topo-
graphical mask (4).

Device as claimed in claim 13, characterised in that
said voice-coil actuator is connected to an optical
encoder provided to monitor said movement and for
generating a displacement signal thereof, said opti-
cal encoder being connected to said scanning signal
generator which is provided to generate said scan-
ning signals from said displacement signal.

Device as claimed in anyone of the claims 1 to 14,
characterised in that said confocal objective (5)
mounted at a fixed position within said device com-
prises a afirst (70) and a second part (71), said sec-
ond part (71) being fixed whereas said first part (70)
is mounted on said scanning member (16) which is
provided for moving said first part (70) over succes-
sive positions in said predetermined direction over
a predetermined distance, said first part (70) being
mounted near to said object (4), said confocal ob-
jective (5) being provided for mapping at successive
object-position-in-focus said array of small spots out-
put at said successive positions.

A device as claimed in claim 15, characterised in
that a telecentric aperture is mounted between said
first part (70) and said second part (71).

A method for measuring in three dimensions a top-
ographical shape of an object (6) by means of an
arrayed confocal imaging system, said method com-
prising an illumination of said object (6) through a
light path diverging optical element (3) provided for
diverging a path (11) of illuminating light and a path
(14) of reflected light reflected by said object (6), said
path (11) of illuminating light crossing a confocal im-
aging system comprising a confocal topographical
mask (4) converting illuminating light coming out
from said light path diverging optical element (3) into
an array of small spots, said small spots being ori-
ented towards said object (6) by a confocal objective
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(5) which further orients said reflected light towards
said confocal topographical mask (4) in order to form
a confocal image, said confocal image being sup-
plied to a photoelectric sensor member (8) after hav-
ing passed said confocal topographical mask (4) and
being deflected by said light path diverging optical
element (3), said photoelectric sensor member (8)
converting the latter light into an intensity value, said
method also comprises a scanning operation com-
prising a movement of said confocal topographical
mask (4) over successive positions in a predeter-
mined direction over a predetermined distance in or-
der to modify a relative distance in said predeter-
mined direction between said object (4) and the ob-
ject-position-in-focus, said method further compris-
es an image processing wherein a confocal re-
sponse signal is formed from data supplied by said
photoelectric sensor member (8) and wherein said
object (6) shape is calculated from said confocal im-
ages acquired at different relative distances in said
predetermined direction between said object (6) and
the object-position-in-focus by said photoelectric
sensor member (8), said confocal objective (5) maps
at successive object-position-in-focus said array of
small spots output at said successive positions,
characterised in that said confocal objective (5) re-
mains fixed during said scanning operation.

A method as claimed in claim 17, characterised in
that said scanning operation comprises a generation
of a series of scanning signals indicative of said suc-
cessive positions and a supply thereof to said image
processor (9), said image processing comprises a
receipt, each time within a same series of scanning
signals, of successive ones of said intensity values,
said processing comprises a differentiating of said
successive intensity values among each other and
aretaining of those intensity values forming said con-
focal response signal, said image processor also
comprises an association to those intensity values,
forming said confocal response signal of those scan-
ning signals representing those positions having led
to said confocal response signal.

Patentanspriiche

1.

Vorrichtung zum Messen einer topografischen Kon-
tur eines Objekts (6) in drei Dimensionen, die Vor-
richtung umfassend

ein konfokales Abbildungssystem mit einer Licht-
quelle (1) zur Beleuchtung des Objekts (6), und ein
den Strahlengang divergierendes optisches Ele-
ment (3) zum Divergieren eines von der Lichtquelle
(1) ausgegebenen, beleuchtenden Strahlengangs
(11) und eines durch das Objekt (6) reflektierten
Strahlengangs (14), das konfokale Abbildungssys-
tem ferner umfassend
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eine konfokale topografische Maske (4) zur Um-
wandlung des aus dem den Strahlengang divergie-
renden optischen Element (3) austretenden be-
leuchtenden Lichts in eine Anordnung von kleinen
Punkten, das konfokale Abbildungssystem ferner
umfassend

ein konfokales Objektiv (5) zur Orientierung des be-
leuchtenden Lichts in Richtung des Objekts (6) und
des reflektierten Lichts in Richtung der topografi-
schen Maske (4) zur Erzeugung einer konfokalen
Abbildung, die Vorrichtung ferner umfassend

ein fotoelektrisches Sensorelement (8), das dazu
vorgesehen ist, das reflektierte Licht, das durch die
konfokale topografische Maske (4) geleitet und vom
den Strahlengang divergierendem optischen Ele-
ment (3) umgeleitet wurde, und das letztere Licht in
einen Intensitatswert umzuwandeln, die Vorrichtung
ebenfalls umfassend

ein Abtastelement (16), auf dem die konfokale topo-
grafische Maske (4) angebracht ist, wobei das Ab-
tastelement (16) zum Bewegen der konfokalen to-
pografischen Maske (4) Uber sukzessive Positionen
Uber eine vorbestimmte Entfernung vorgesehen ist,
die Vorrichtung ferner umfasst

einen Bildprozessor (9), der mit dem fotoelektri-
schen Sensorelement (8) verbunden und zur Bil-
dung eines konfokalen Antwortsignals und zur Be-
rechnung der Objektkontur von den konfokalen Ab-
bildungen, die in verschiedenen relativen Abstanden
in der vorausbestimmten Richtung zwischen dem
Objekt (6) und einer Objekt-Position-in-Fokus mit
dem fotoelektrischen Sensorelement (8) erfasst wur-
den, vorgesehen ist, wobei das konfokale Objektiv
(5) zum Mapping der Anordnung von an aufeinan-
derfolgenden Positionen ausgegebenen kleinen
Punkten an den aufeinanderfolgenden Positionen
vorgesehen ist,

dadurch gekennzeichnet, dass das Bewegen der
konfokalen topografischen Maske (4) Gber aufein-
anderfolgende Positionen Uber einen vorbestimm-
ten Abstand einen relativen Abstand in einer vorbe-
stimmten Richtung zwischen dem Objekt (6) und
dem Objekt-Position-in-Fokus modifiziert, und das
konfokale Objektiv (5) ist ein 3-D-konfokales Objek-
tiv, das in einer fixierten Position innerhalb der Vor-
richtung angebracht ist.

Vorrichtung nach Anspruch 1, dadurch gekenn-
zeichnet, dass das 3-D-konfokale Objektiv (5) in
solcher Weise ausgebildet ist, dass sphérische Ab-
erration und Koma limitiert werden, um Abbildungs-
fehler in den konfokalen Abbildungen auf ein Maxi-
mum von zwei Pixel zu beschranken.

Vorrichtung nach Anspruch 1 oder 2, dadurch ge-
kennzeichnet, dass die konfokale topografische
Maske (4) durch ein an dem Abtastelement (16) an-
gebrachtes Mikrolinsen-Array gebildet wird und die
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Vorrichtung weiterhin eine einzelne, sich an einem
Brennpunkt des fotoelektrischen Sensorelements
(8) befindende Lochblende (20) umfasst.

Vorrichtung nach Anspruch 3, dadurch gekenn-
zeichnet, dass die einzelne Lochblende sich an ei-
nem Brennpunkt eines zweistufigen Kameraobjek-
tivs (70, 71), dem fotoelektrischen Sensorelement
(8) vorgeschaltet, befindet, wobei die einzelne Loch-
blende (20) in dem zweistufigen Kameraobijektiv
(7-1, 7-2) angebracht ist.

Vorrichtung nach Anspruch 3 oder 4, dadurch ge-
kennzeichnet, dass sich die Lochblende in einem
Strahlengang des reflektierten Lichts zwischen ei-
nem zweistufigen Objektiv befindet, das ein Sensor-
objektiv bildet.

Vorrichtung nach Anspruch 1, dadurch gekenn-
zeichnet, dass die konfokale topografische Maske
(4) durch ein Lochblenden-Array ausgebildet wird,
wobei jede Lochblende eine Mikrolinse umfasst.

Vorrichtung nach einem der Anspriiche 1 bis 6, da-
durch gekennzeichnet, dass die Lichtquelle (1) ein
LED-Array mit hoher Dichte umfasst, auf dem eine
weitere Mikrolinse befestigt ist.

Vorrichtung nach einem der Anspriiche 1 bis 7, da-
durch gekennzeichnet, dass die Lichtquelle (1) ein
Laserdioden-Array mit einem Ausgang umfasst, der
in ein Lichtleiterblindel gekoppelt ist.

Vorrichtung nach einem der Anspriiche 1 bis 8, da-
durch gekennzeichnet, dass ein linearer Polarisa-
tor (21) in den Strahlengang (11) an einer Beleuch-
tungsseite des divergierenden optischen Elements
(3) eingesetzt wird und auf dessen anderer Seite ei-
ne Viertelwellenplatte (22) und ein Analysator (23)
eingesetzt werden.

Vorrichtung nach einem der Anspriiche 1 bis 9, da-
durch gekennzeichnet, dass das Abtastelement
(16) einen Abtastsignalgenerator umfasst zum Er-
zeugen einer Reihe von Abtastsignalen, die kenn-
zeichnend fiir die sukzessiven Positionen sind, wo-
beider Abtastsignalgenerator mitdem Bildprozessor
verbunden ist, um diesen mit den Abtastsignalen zu
beliefern, das fotoelektrische Sensorelement eine
erste Anordnung von Sensorelementen umfasst, der
Bildprozessor eine zweite Anordnung von Prozes-
sorelementen umfasst, wobei jedes Prozessorele-
mentder zweiten Anordnung jeweils miteiner Anzahl
von Sensorelementen der ersten Anordnung ver-
bunden ist, der Bildprozessor zum Empfang jeweils
innerhalb einer Abfolge von Abtastsignalen aufein-
anderfolgender Werte der Intensitatswerte vorgese-
hen ist, jedes der Prozessorelemente zur Differen-
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zierung der aufeinanderfolgenden Intensitatswerte
untereinander und zum Aufnehmen dieser Intensi-
tatswerte zur Bildung des konfokalen Antwortsignals
vorgesehen ist, der Bildprozessor zur Assoziierung
der Intensitédtswerte vorgesehen ist, die das konfo-
kale Antwortsignal bilden, mit den Abtastsignalen,
die diese Positionen reprasentieren, die zu dem kon-
fokalen Antwortsignal gefiihrt haben.

Vorrichtung nach Anspruch 10, dadurch gekenn-
zeichnet, dass ein Stichprobenelement zwischen
derersten Anordnung von Sensorelementen und der
zweiten Anordnung von Prozessorelementen ange-
bracht ist, wobei das Stichprobenelement zum Ent-
nehmen von Stichproben der Intensitatswerte ge-
malf einer vorbestimmten Stichproben-Quote und
zu dessen Ausgeben an parallelen Auslese-Gates
der Sensorelemente vorgesehenist, wobeijedes der
Prozessorelemente ein Speicherelement zum Spei-
chern von Intensitatswerten aufweist, die innerhalb
einer selben Abfolge von Abtastsignalen als Stich-
probe entnommen wurden, wobei jedes der Prozes-
sorelemente zum Ermitteln eines maximalen Inten-
sitatswertes durch Interpolation der jeweils in einem
selben der Speicherelemente gespeicherten Inten-
sitatswerte vorgesehen ist.

Vorrichtung nach Anspruch 10, dadurch gekenn-
zeichnet, dass die zweite Anordnung mindestens
die gleiche Anzahl von Elementen aufweist wie die
erste Anordnung, wobei jedes Prozessorelement
zum Speichern eines anfénglichen Intensitatswertes
als einen gespeicherten Intensitatswert in einem zu-
geordneten Speicherelement vorgesehen ist, wobei
das Prozessorelement zum Vergleichen vorgese-
hen ist, um, unter Uberwachung jedes einzelnen
nachfolgenden Abtastsignals, festzustellen, ob der
aktuelle Intensitatswert hoher als der gespeicherte
Intensitatswert ist, und zum Uberschreiben des ge-
speicherten Intensitdtswertes, wenn der Letztere
niedriger als der aktuelle Intensitatswert ist, und wo-
bei das Prozessorelement ebenfalls zum Speichern
des Aktuellen der Abtastsignale bei jedem Speicher-
vorgang vorgesehen ist.

Vorrichtung nach einem der Anspriche 1 bis 12, da-
durch gekennzeichnet, dass das Abtastelement
(16) einen mit der konfokalen topografischen Maske
verbundenen Schwingspulenaktuator zum Bewir-
ken einer linearen Bewegung der konfokalen topo-
grafischen Maske (4) umfasst.

Vorrichtung nach Anspruch 13, dadurch gekenn-
zeichnet, dass der Schwingspulenaktuator mit ei-
nem optischen Encoder zum Uberwachen der Be-
wegung und zum Erzeugen eines Verschiebesignals
derselben verbunden ist, wobei der optische Enco-
der mit dem Abtastsignalgenerator verbunden ist,
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der zur Erzeugung der Abtastsignale aus den Ver-
schiebesignalen vorgesehen ist.

Vorrichtung nach einem der Anspriiche 1 bis 14, da-
durch gekennzeichnet, dass das in einer fixierten
Position innerhalb der Vorrichtung angebrachte kon-
fokale Objektiv (5) ein erstes Teil (70) und ein zweites
Teil (71) umfasst, wobei das zweite Teil (71) fixiert
ist, wohingegen das erste Teil (70) am Abtastele-
ment (16) angebracht ist, das dazu dient, das erste
Teil (70) Uber sukzessive Positionen in der vorbe-
stimmten Richtung Uber einen vorbestimmten Ab-
stand zu bewegen, wobei das erste Teil (70) in der
Nahe des Objekts (4) angebracht ist und wobei das
konfokale Objektiv (5) zum Mapping der Anordnung
von kleinen Punkten, die an den aufeinanderfolgen-
den Positionen ausgegeben werden, an aufeinan-
derfolgenden Objektposition-in-Fokus vorgesehen
ist.

Vorrichtung nach Anspruch 15, dadurch gekenn-
zeichnet, dass eine telezentrische Blende zwischen
dem ersten Teil (70) und dem zweiten Teil (71) an-
gebracht ist.

Verfahren zum Messen einer topografischen Kontur
eines Objekts (6) in drei Dimensionen mit Hilfe eines
konfokales Abbildungssystems, das Verfahren um-
fassend

Beleuchten des Objekts (6) durch ein den Strahlen-
gang divergierendes optisches Element (3), das zum
Divergieren eines beleuchtenden Strahlengangs
(11) und eines durch das Objekt (6) reflektierten
Strahlengangs (14) vorgesehen ist, den genannten,
ein konfokales Abbildungssystem kreuzenden be-
leuchtenden Strahlengang (11), der eine konfokale
topografische Maske (4) zur Umwandlung des aus
dem den Strahlengang divergierenden optischen
Element (3) austretenden beleuchtenden Licht in ei-
ne Anordnung von kleinen Punkten umfasst, wobei
die kleinen Punkte auf das Objekt (6) durch ein kon-
fokales Objektiv (5) ausgerichtet sind, das das re-
flektierte Licht ferner auf die konfokale topografische
Maske (4) ausrichtet, um die konfokale Abbildung
zu erzeugen, wobei die konfokale Abbildung in ein
fotoelektrisches Sensorelement (8) eingespeist
wird, nachdem es durch die topografische Maske (4)
geleitet und vom den Strahlengang divergierenden
optischen Element (3) umgeleitet wurde, wobei das
fotoelektrische Sensorelement (8) das letztere Licht
in einen Intensitatswert umwandelt, das Verfahren
umfasst ebenfalls einen Abtastvorgang, umfassend
Bewegen der konfokalen topografischen Maske (4)
Uber aufeinanderfolgende Positionen in einer vorbe-
stimmten Richtung Uber einen vorbestimmten Ab-
stand, um einen relativen Abstand in der vorbe-
stimmten Richtung zwischen dem Objekt (4) und der
Objekt-Position-in-Fokus zu modifizieren, das Ver-
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fahren umfasst ebenfalls

Bildverarbeiten, wobei ein konfokales Antwortsignal
von den durch das fotoelektrische Sensorelement
(8) gelieferten Daten gebildet wird und wobei die
Kontur des Objekts (6) von den durch das fotoelek-
trische Sensorelement (8) in unterschiedlichen rela-
tiven Abstanden in der vorausbestimmten Richtung
zwischen dem Objekt (6) und der Objekt-Position-
in-Fokus erworbenen konfokalen Abbildungen be-
rechnet wird, und das konfokale Objektiv (5) die An-
ordnung von kleinen Punkten, die an den aufeinan-
derfolgenden Positionen ausgegeben werden, an
aufeinanderfolgende Objekt-Position-in-Fokus ab-
bildet,

dadurch gekennzeichnet, dass das konfokale Ob-
jektiv (5) wahrend des Abtastvorgangs fixiert bleibt.

Verfahren nach Anspruch 17, dadurch gekenn-
zeichnet, dass der Abtastvorgang ein Erzeugen ei-
ner Reihe von fir die sukzessiven Positionen kenn-
zeichnenden Abtastsignalen und eine Einspeisung
derselbeninden Bildprozessor (9) umfasst, das Bild-
verarbeiten einen Empfang von jeweils innerhalb ei-
ner Abfolge von Abtastsignalen der aufeinanderfol-
genden Intensitdtswerte umfasst, das Verarbeiten
eine Unterscheidung der aufeinanderfolgenden In-
tensitatswerte untereinander und ein Speichern die-
ser das konfokale Antwortsignal bildenden Intensi-
tatswerte umfasst, der Bildprozessor ebenfalls eine
Zuordnung zu den Intensitatswerten umfasst, die
das konfokale Anwortsignal von den Abtastsignalen
bilden, die die Positionen représentieren die zu dem
Antwortsignal gefiihrt haben.

Revendications

Un dispositif de mesure en trois dimensions de la
forme topographique d’un objet (6), le dispositif com-
prend un systéme imageur confocal ayant une sour-
ce de lumiére (1) permettant d’éclairer ledit objet (6)
et un élément optique divergeant le trajet de la lu-
miere (3) fourni pour diverger un trajet (11) de la
sortie lumineuse d’éclairage de la source de lumiére
(1) et un trajet (14) de lumiére réfléchie par I'objet
(6), le systéeme imageur confocal comprenant éga-
lement un masque topographique confocal (4) trans-
formant la lumiére provenant de I'élément optique
divergeant le trajet de la lumiére (3) en un ensemble
de petites régions, le systéme imageur confocal
ayant également un objectif confocal (5) orientant la
lumiere de I'éclairage vers l'objet (6) et la lumiére
réfléchie vers le masque topographique confocal (4)
afin de former une image confocale, le dispositif
comprenant également un élément de capteur pho-
toélectrique (8) pour recevoir la lumiére réfléchie
ayant traversé le masque topographique confocal
(4) et réflechie par I'élément optique divergeant le
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trajet de lumiére (3) et pour convertir cette derniére
lumiére en une valeur d’intensité,

le dispositif comprenant également un élément de
scanner (16) sur lequel le masque topographique
confocal (4) est monté, I'élément de scanner (16)
étant fourni pour déplacer le masque topographique
confocal (4) dans diverses positions successives sur
une distance prédéterminée, le dispositif compre-
nant également un processeur d'images (9) connec-
té a I'élément de capteur photoélectrique (8) pour
former un signal de réponse confocal et calculer la
forme de I'objet a partir des images confocales ob-
tenues a diverses distances relatives dans la direc-
tion prédéterminée entre I'objet (6) et une position
d’objet dans l'objectif de I'élément de capteur pho-
toélectrique (8), I'objectif confocal (5) cartographiant
dans des positions successives de I'objet les petites
régions sur les positions successives, caractérisé en
cela que le masque topographique confocal (4) sur
des positions successives sur une distance prédé-
terminée modifie une distance relative dans une di-
rection prédéterminée entre I'objet (6) et la position
de I'objet dans I'objectif et I'objectif confocal (5) étant
un objectif confocal 3D monté sur une position fixe
dans le dispositif.

Dispositif selon la revendication 1 caractérisé en
cela que I'objectif confocal 3D (5) est congu de sorte
a limiter I'aberration sphérique et le coma afin de
limiter les erreurs dans les images confocales a un
maximum de deux pixels.

Dispositif selon la revendication 1 ou 2 caractérisé
en cela que le masque topographique confocal (4)
estformé par un ensemble de microlentilles montées
surl’élémentde scanner (16) etque le dispositif com-
prend également un trou d’épingle simple (20) situé
sur un point focal de I'élément de capteur photoé-
lectrique (8).

Dispositif selon la revendication 3 caractérisé en
cela que le trou d’épingle simple est situé sur un
point focal d'un objectif de caméra a deux phases
(70, 71) placé en face de I'élément du capteur pho-
toélectrique (8), le trou d’épingle simple (20) étant
monté entre I'objectif de la caméra a deux phases
(7-1, 7-2).

Dispositif selon la revendication 3 ou 4 caractérisé
en cela que le trou d’épingle simple est situé sur un
trajet optique de la lumiére réfléchie entre I'objectif
a deux phases formant un objectif de capteur.

Dispositif selon la revendication 1 caractérisé en
cela que le masque topographique confocal (4) est
formé par un ensemble de trou d’épingle, chaque
trou d’épingle étant fourni avec une microlentille.
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Dispositif selon I'une des revendications 1 a 6 ca-
ractérisé en cela que la source de lumiere (1) com-
prend un ensemble de LED a haute densité avec
une autre microlentille fixée sur le dessus.

Dispositif selon I'une des revendications 1 a 7 ca-
ractérisé en cela que la source de lumiere (1) com-
prend un ensemble de diodes laser ayant une sortie
couplée a un faisceau de fibre optique.

Dispositif selon I'une des revendications 1 a 8 ca-
ractérisé en cela qu’un polariseur linéaire (21) est
appliqué dans le trajet lumineux (11) sur un cété
éclairé de I'élément optique divergeant (3) avec sur
I'autre c6té une lame quart d’'onde (22) et un analy-
seur (23).

Dispositif selon I'une des revendications 1 a 9 ca-
ractérisé en cela que I'élément de scanner (16)
comprend un générateur de signaux de scanner
pour générer une série de signaux de scanner indi-
quant des positions successives, le générateur de
signaux de scanner étant connecté au processeur
de 'image pour lui fournir les signaux de scanner,
I'élément de capteur photoélectrique comprenant
une premiére gamme d’éléments de capteur, le pro-
cesseur d'images comprenant une seconde gamme
d’éléments de traitement, chaque élément de traite-
ment de la seconde gamme étant a chaque fois con-
necté a un certain nombre d’éléments de capteur de
la premiére gamme, le processeur d’'images étant
fourni pour recevoir a chaque fois dans les mémes
séries des signaux des canner successifs des va-
leurs d’intensité, chaque élément de traitement étant
fourni pour différencier les valeurs d’intensité suc-
cessives entre elles et retenant les valeurs d’inten-
sité formant le signal de réponse confocal, le pro-
cesseur d'image étant fourni pour associer les va-
leurs d’intensité formant le signal de réponse confo-
cal, ces signaux de scanner formant les positions
conduisant au signal de réponse confocal.

Dispositif selon la revendication 10 caractérisé en
cela qu’'un élément d’échantillonnage est monté en-
tre la premiere gamme d’éléments de capteur et la
seconde gamme d’éléments de traitement, I'élément
d’échantillonnage étant fourni pour échantillonnée a
un taux d’échantillonnage prédéterminé les valeurs
d’intensité et la sortie sur les portes de lecture pa-
ralléles des éléments de capteur, chacun des élé-
ments de capteur ayantun élémentde mémoire four-
ni pour stocker des valeurs d’intensité dans une mé-
me série de signaux de scanner, chacun des élé-
ments de traitement étant fourni pour déterminer une
valeur d’intensité maximale en interpolant les va-
leurs d’intensité stockées a chaque fois dans le mé-
me élément en mémoire.



12.

13.

14.

15.

16.

17.

31 EP 1 506 367 B1

Dispositif selon la revendication 10 caractérisé en
cela que la seconde gamme posséde au moins un
méme nombre d’éléments dans la premiére gamme,
chacun des éléments de traitement étant fourni pour
stocker a une valeur d’intensité stockée dans un élé-
ment de mémoire associé une valeur d’intensité ini-
tiale, les éléments de traitement étant fournis pour
comparer, sous le contréle de chaque signaux de
scanner consécutifs, si la valeur d’intensité actuelle
est supérieure a la valeur d’intensité stocker et pour
écraser la valeur d’intensité actuel, les éléments de
traitement étant également fournis pour stock dans
chaque opération de stockage le signal de scanner
actuel.

Dispositif selon I'une des revendications 1 a 12 ca-
ractérisé en cela que I'élément de scanner (16)
comprend un déclencheur d’enroulement de voix
connecté au masque topographique confocal (4) et
fourni pour imposer un mouvement linéaire dans le
masque topographique confocal (4).

Dispositif selon la revendication 13 caractérisé en
cela que le déclencheur d’enroulement de voix est
connecté a un encodeur optique fourni pour sur-
veiller le mouvement et générer un signal de dépla-
cement, I'encodeur optique étant connecté au géné-
rateur du signal de scanner qui est fourni pour gé-
nérer les signaux de scanner a partir du signal de
déplacement.

Dispositif selon I'une des revendications 1 a 14 ca-
ractérisé en cela que I'objectif confocal (5) monté
sur une position fixe dans le dispositif comprend une
premiere partie (70) et une seconde partie (71), la
seconde partie (71) étant fixée alors que la premiére
partie (70) est montée sur I'’élément de scanner (16)
qui est fourni pour déplacé la premiére partie (70)
sur des positions successives dans la direction pré-
déterminée sur une distance prédéterminée, la pre-
miére partie (70) étant montée prés de l'objet (4),
I'objectif confocal (5) étant fourni pour cartographier
sur des positions successives de I'objet dans I'ob-
jectif un ensemble de petites régions dans des po-
sitions successives.

Un dispositif selon la revendication 15 caractérisé
en cela que I'ouverture télécentrique estmontée en-
tre la premiére partie (70) et la seconde partie (71).

Une méthode permettant de mesurer en trois dimen-
sions une forme topographique d’'un objet (6) al'aide
d’un systéme imageur confocal cette méthode com-
prenant un éclairage de I'objet (6) par un élément
optique divergeant le trajet lumineux (3) fourni pour
diverger un trajet (11) de lumiére d’éclairage et un
trajet (14) de la lumiere réfléchie par I'objet (6), le
trajet (11) de lalumiére d’éclairage traversantun sys-
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teme imageur confocal comprenant un masque to-
pographique confocal (4) convergeant la lumiére
d’éclairage sortant de I'élément optique divergeant
le trajet lumineux (3) en un ensemble de régions,
ces régions étant orientées vers I'objet (6) par un
objectif confocal (5) qui oriente la lumiéere réfléchie
vers le masque topographique confocal (4) afin de
former une image confocal, 'image confocale étant
fournie par un élément de capteur photoélectrique
(8) apres avoir passé le masque topographique con-
focal (4) et avoir été réfléchie par I'élément optique
divergeant le trajet lumineux (3), I'élément photoé-
lectrique (8) convertissant cette derniére lumiére en
valeur d’intensité, la méthode comprenant égale-
ment un opération de scanner comprenant un mou-
vement du masque topographique confocal (4) sur
des positions successives dans une direction pré-
déterminée sur une distance prédéterminée afin de
modifier une distance relative dans la direction pré-
déterminée entre I'objet (4) et la position de 'objet
dans l'objectif, la méthode comprenant également
un traitement de I'image au cours duquel un signal
de réponse confocal est formé a partir des données
fournies par I'élément de capteur photoélectrique (8)
et au cours duquel la forme de I'objet (6) est calculée
a partir des images confocales acquises a différen-
tes distances relatives dans la direction prédétermi-
née entre I'objet (6) et la position de I'objet sous I'ob-
jectif par I'élément de capteur photoélectrique (8),
I'objectif confocal (5) cartographie sur des positions
successives de 'objet sous I'objectif les différentes
petites régions dans lesdites positions successives,
caractérisée en cela que I'objectif confocal (5) reste
fixe pendant 'opération de scanner.

Une méthode selon la revendication 17 caractéri-
sée en cela que I'opération de scanner comprend
une génération d’une série de signaux de scanner
indiquant les positions successives et leur mise a
disposition pour le processeur d’'image (9), le traite-
ment de I'image comprenant une recette, chaque
période dans une méme série de signaux de scan-
ner, la succession des valeurs d’intensité, le traite-
ment comprenant la différenciation des valeurs d’in-
tensité successives entre elles et retenant les va-
leurs d’intensité formant un signal de réponse con-
focal, le processeur d’image comprenant également
une association de ces valeurs d’intensité, formant
le signal de réponse confocale de ces signaux de
scanner, représentant les positions conduisant au
signal de réponse confocal.
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